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There is a theory which states
that if ever anyone discovers
exactly what the Universe is for
and why it is here, it will
instantly disappear and be
replaced by something even
more bizarre and inexplicable.
There is another which states
that this has already happened.

(Douglas Adams)
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1. Introduction

Since its discovery in 1911 by H. Kamerlingh Onnes in Leiden, superconductivity was
studied extensively for decades. Then, in the 1950s people began to developed a
complete theory for ’classical’ superconductors and finally in 1957 Bardeen, Cooper,
and Schrieffer published their remarkable paper "Theory of Superconductivity’ [2] es-
tablishing the so called BCS-theory. In 1986, when a new type superconductor, the
so called high-temperature or high T, superconductor, was discovered, people realized
that the microscopic mechanism of this new type of superconductors cannot be phonon
mediated as it was the case for conventional ones.
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Figure 1.1.: IV curves and dI/dV-V curves for normal and for superconducting leads of a
Al nanoparticle [19]. Copyright (1994) by The American Physical Society.

A new theoretical description of the microscopic mechanism of high T, superconduc-
tivity was needed; still the problem is not completely solved until today. Nevertheless,
the BCS-theory has not lost its validity as it is only assumed that there must be
some sort of an attractive potential between the pairs of electrons which form so called
Cooper pairs. In particular, the BCS ground state or Cooper pair condensate describes
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Figure 1.2.: Differential conductance as a function of bias and gate voltage of a InP semi-
conductor nanowire coupled to T'i/Al leads. In the left figure superconductivity
is suppressed by a small magnetic field. In the right figure the magnetic field is
turned off and we can see that the superconducting gap opens a gap between
the two diamond tips. [9] Copyright (2008) by The American Chemical Society.

a macroscopic quantum state and is one of the most remarkable phenomena in physics.
It is even used beyond condensed matter physics, for example to describe the state
inside the heart of a neutron star. Due to the enormous density protons and neutrons
may dissolve into fermionic quarks, which then are free to pair among themselves [7].
Based on the BCS-theory Josephson published his groundbreaking paper 'Possible new
effects in superconductive tunneling’ [15] in 1962 which opened the wide field of su-
perconducting tunnel junctions. The most prominent example is the superconducting
quantum interference device (SQUID). One possible application of the SQUID is to
measure small magnetic fields with very high precision, using the Josephson effect.
Modern biological magnetic field studies, especially on the detection of the fields from
the heart and the brain are using magnetometers based on superconducting quantum
interference devices [6]. Only lately SQUID’s have been used as building blocks for
quantum computation to realize so called superconducting quantum bits [8].

Recent advances in modern nanofabrication techniques made it possible to attach
superconducting leads to nanostructures like quantum dots, where transport of single
electrons can be controlled. Quantum dot systems have been the subject of intense
research for a long time to study coherent transport of electrons. With these new
hybrid devices of non-superconducting quantum dots with superconducting leads a
new possibility arises, namely to study superconducting correlations in quantum dot
systems. These correlations are complex many body effect that arise from the pair
interaction of the electrons in the Cooper pair condensate.

The first experiments on this subject were done by Ralph et al. [19] in 1995, who

10
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Figure 1.3.: (a) Differential conductance of a single-wall carbon nanotube (SWCNT) quan-
tum dot coupled to niobium based superconducting leads plotted against bias
and gate voltage. (b) Bias cuts of figure (a) at the two positions I and II. [12]
Copyright (2009) by The American Physical Society

measured the current-voltage characteristic of an Al nanoparticle with a diameter
< 10 nm, coupled to two superconducting leads. Negative differential conductance
features which reflect the BCS density of states in the two leads were observed, compare
Fig. 4.7. Further investigations of the dependence on particle size or tunnel coupling
were hindered by experimental difficulties in the device fabrication process [9]. In
recent years experimentalists succeed in producing hybrid structures, for instance an
InP semiconductor nanowire connected to superconducting T'i/Al leads [9]. In Fig.
1.2 we illustrate a differential conductance measurement of such a device, for normal
conducting (left figure) and for superconducting leads (right figure), respectively. In
the normal conducting case superconductivity was suppressed by applying a sufficiently
strong magnetic field.

In 2009, experiments on carbon nanotube quantum dots [12] and on Cgp fullerene
molecules [23] coupled to superconducting leads have been reported. In Fig. 1.3
we show the differential conductance plot of the carbon nanotube set-up. The two
horizontal arrows point at the characteristic gap between the two diamond tips, which
reflects the BCS density of states. The experiment on the fullerene molecule is depicted
in Fig. 1.4. It shows a high resolution measurement of the differential conductance

11
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Figure 1.4.: (a) Differential conductance of a Cso fullerene molecule in the superconducting
weak link regime, we observe a separation of the diamond tips with width
1 = 4|A|. (b) Differential conductance as a function of bias voltage, red line
shows the typical negative differential conductance in the Coulomb blockade
regime. Figures are taken from Winkelmann et al. [23].

plotted against the bias and the gate voltage. Again we observe the characteristic gap
in the plot.

Other experiments were done with a superconducting quantum interference device,
where indium arsenide (InAs) was used as semiconductor weak link in combination
with local gate electrodes in order to obtain quantum dots with a tuneable coupling to
superconducting leads [21]. Supercurrents through these devices in the weak coupling
regime were studied. This, however, can lead to a positive or a negative supercurrent
when subsequent tunneling events are coherent [21]. In Fig. 1.5 we illustrate the
SQUID set-up and the measurements of the supercurrent reversal.

1.1. Outline

The task of this thesis is to develop a closed microscopic theory of nanostructures
coupled to superconducting leads in order to describe transport properties of structures
similar to the ones introduced above. We have seen that at present superconducting
hybrid structures are the subject of intense research and have promising potential for
future applications. One of the most successful theories for quantum transport is the so
called ’density matrix theory’ which is used extensively to describe nanosturctures with
normal conducting contacts. We will extend this theory to the case of superconducting
leads and access the interesting research field of superconducting hybrid structures
theoretically.

12
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Figure 1.5.: (a) Scanning electron mircrograph of the InAs nanowire SQUID. (b) High-
resolution image of the top nanowire, shown in the dotted box in (a), where a
quantum dot with two aluminum top gates was defined. (c) Supercurrent as a

function of the magnetic flux quantum ¢o = 2. Figures are taken from J. A.

2e”
van Dam et al. [21].

We start from scratch and construct the Hamiltonian of the superconducting leads
using mean field theory. Here it is important to describe the electrons in the supercon-
ductors as quasiparticle excitations and Cooper pairs. The quasiparticles, also called
bogoliubons, are fermionic excitations of the Cooper pair condensate. We theoretically
describe them by defining the Cooper pair condensate as the vacuum state of the bo-
goliubons. The essential step to find a consistent theoretical description of transport
through such systems, is to transform the electron operators in a particle-number-
conserving way to quasiparticle operators and Cooper pair operators.

We accomplish this goal by using a modified version of the Bogoliubov transformation
[4] following Josephson [15]. Finally the lead Hamiltonian will contain all necessary
information about the correlations in the superconductors. We are able to embed
the lead Hamiltonian in the general master equation formalism and gain a transport
theory for quantum dot devices with superconducting leads up to second order in the
tunneling Hamiltonian. Eventually, we will demonstrate the validity of the theory
investigating two simple models, the single impurity Anderson model (STAM) which
describes the simplest single dot, and the quantum double dot. We will show that we
can reproduce the most characteristic features of the experiments. Specifically, the
gap which appears in the stability diagrams and the characteristic form of both the
current and the differential conductance as a function of the bias voltage for fixed gate
voltage.

13
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2. BCS-theory for superconductive
tunneling

2.1. Model Hamiltonian for the tunnel-coupled leads
and system

LEAD L LEaD R

Figure 2.1.: Sketch of the transport setup studied in this thesis. It shows a system connected
with tunnel-junctions to superconducting leads (Left / Right).

Throughout this work we study transport setups of quantum dot devices coupled to
superconducting leads as sketched in Fig. 2.1. The setup is described by a system-bath
model:

HZE’B—&—HT—FH& (2.1)
Hg: Hamiltonian for the system, represented by the quantum dot device.

Hp: Hamiltonian for the leads, considered as thermal bath.

Hr: Hamiltonian for the weak tunnel-junctions.

In the following we discuss in detail the different contributions to this model.

2.1.1. System Hamiltonian

In this work we are investigating two systems, the quantum single dot (SD) and the
quantum double dot (DD).

17



2. BCS-theory for superconductive tunneling

particle number energy  state

0 0 |0)
1 €d |1o)
2 2,+U |2)

Table 2.1.: Eigenstates and eigenenergies of the SD, where o =1 / | denotes the spin.

Single Quantum Dot

We describe the SD with the Hamiltonian of the Single Impurity Anderson model
(SIAM):

HS’D:ZEd&ZaUJ"UﬁTﬁL R (2.2)

where

fy =4 d, (2.3)

is the number operator of the electrons in the SD.

This model describes a dot with on-site single particle energies €4 and Coulomb repul-
sion U, which can be occupied by at most two electrons. The highest occupied state
is defined as

At At
The one particle states read:
10y = d. Joy. (2.5)

In Tab. 2.1 we present the eigenstates and the eigenenergies of the SD Hamiltonian.

The Double Dot Hamiltonian

We describe the DD by a modified version of the Pariser-Parr-Pople Hamiltonian
[16,18] in the most general form:

HDD = Z €ao ala aao + Z (b &20 aRo +b* a'il-?a aLU)
a€e{L,R} a
UG{T,»L} (26)

F 32 Ut = ) (s~ 5) + V(1) o~ 1)-

18



2.1. Model Hamiltonian for the tunnel-coupled leads and system

Here, (Ai];a are the creation operators for an electron on site o € {L, R} and with spin

0. They define the number operators 7., = ala &ag. The operator fq = Nt + Ny
counts the number of electrons on site a. In the general case we distinguish between
the two on-site energies €,, and on-site Coulomb interactions U, but for later purpose
we will set them equal. Electrons in two different sites can interact through the inter-
dot Coulomb interaction V; b describes the hopping between the two sites. In the
following we want to consider a symmetric DD by defining the on-site energies and the
on-site Coulomb interaction to be site-independent; in this case the Hamiltonian can
be diagonalized analytically. We present the results for the symmetric case in Tab.
2.2, where we defined the highest occupied state as follows:

Af oAt At At
12,2) = dyp djgy dyy dj, [0) (2.7)

At the same time Eq. (2.7) defines the order of the creation operators in a many body
state. The double dot system can either be empty or filled with one, two, three, or four
electrons. Each has the spin degree of freedom, giving a total of 16 different possible
states. For the notation we adapted the one of the SD, meaning we are labeling the
states as

a0y = 10,09, (2.8)

which describes a state with one electron of spin ¢ in the left dot. A state with two
electrons in the left dot and one spin up electron in the right is defined as:

bAoAt
dppdpydp [0) =(2,11). (2.9)

It is important to notice the order of the creation operators.

2.1.2. Lead Hamiltonian

The model Hamiltonian of the superconducting leads is based on the so called pairing
Hamiltonian, see for example [20, p. 53]. Let us first consider a single lead n € {L, R}:

Hpy=> ereliytopoe+ > Ve el e eps. (2.10)
ko kl

2.2 . . . .
Here we defined ¢, = % and V}; is the pair interaction.

We denote the total electron number operator of lead 7 by:
Ny=Y el enro- (2.11)
ko

In order to introduce the chemical potential in Eq. (2.10) we are subtracting and
adding p, Ny:

19



2. BCS-theory for superconductive tunneling

particle number energy degeneracy state
0 Cyv 1 |0)
1 e+b 2 %(|10‘,0>+|0, lo))
e—b 2 T(HU 0) — |0, 10))
—(|2 0) +10,2))+
2 2c— Y —-R 1 V2
@
- )
2¢— Y 3 10, 107)
2+ Y-V 1 75(12,0) - 10,2))
@
7 (12,00 +10,2))-
2¢e — & + R 1
B
— (1114 +11],1
- ZIHIN L)
3 3e+0b 2 %(|2,10> + |10, 2)
3e—b 2 %(|2,10> —|10,2)
4 4e+Y%+V 1 12,2)

Table 2.2.: Table of the eigenstates and eigenenergies of the DD-Hamiltonian with
equally gated sites, ordered by energy. Above we used the short hand

. U—V)2
notation: R = /¢ ! 2 4 42, o = \/16t2+(UitV—2—2R)2’ and a? + (% = 1.

20



2.1. Model Hamiltonian for the tunnel-coupled leads and system

I‘IB)77 = Z(€k — ,Ll,n) éjyka énkcf + Z Vi éLkT él;—k‘i én—li éan +[J,,7Nn. (212)
ko kl

Finally we obtain the Hamiltonian for both leads by summing over both contributions:

Hp= Y Hp, (2.13)
UE{L7R}

2.1.3. Tunneling Hamiltonian

The tunneling Hamiltonian Hyp:

- T
Ar =" (t cjﬂm djo +t* dj, cn,w), (2.14)
nkoj
describes tunneling of electrons between the leads and the system. We denote the

tunneling coefficient ¢, and distinguish between electron operators of the leads, éjﬂm

and the ones of the system ajg In Eq. (2.14) j accounts for all quantum numbers of
the system beside the spin. In the case of the double dot we should mention that the
tunneling Hamiltonian of Eq. (2.14) describes tunneling to both quantum dot sites
with the same probability, see Fig. 4.15.

21



2. BCS-theory for superconductive tunneling

2.2. Diagonalization of the lead Hamiltonian

In this section we will derive the model Hamiltonian for one of the superconducting
leads mentioned in Sect. 2.1. We start with the pairing Hamiltonian of Eq. (2.12),
where we insert an identity composed of so called Cooper pair operators:

§§" =1, (2.15)
which we specify in Sect. 2.3.
We find
A~ . . . . A AT . . N
Hp, = Z &k Cjﬂw Cnko + Z Via C;kT Cj77k¢ S8 &1y Cyir +1n N, (2.16)

ko kl
where &gy, = € — fiy.
In the following we drop the lead index 7 (§ky, — &k )-

Mean field form of the lead Hamiltonian

We know [2] that the BCS ground state is some phase coherent superposition of many-
body states with pairs of Bloch states (k 1, —k ) occupied or unoccupied as units. Be-
cause of this, we have nonzero expectation values of operators like ¢_j ¢yt or GLT éT—ky
Moreover, because of the large numbers of particles involved, the fluctuation about
these expectation values should be small [20]. Therefore, we can use a mean-field
approach in order to simplify the many-body part of the pairing Hamiltonian of Eq.
(2.10) to a single particle Hamiltonian. Specifically,

At . N al - . AT . . At . ~
S C—k| Ckt = <S C—ky Ck¢> + (S C_kl Ck¢7<s C_kl CkT>) s (2.17)

Fluctuations about the expectation value
—small quantity

where the expectation value (ST ¢_j Ckp) is meant to be the thermodynamic average
in the grand canonical ensemble with the mean-field Hamiltonian

~ 1 A o) A
(SJf C_py i) = 7G Tr{e_’B(HMF_”N) ST Copy 6k?} (2.18)

and has to be determined self-consistently.
Now we are able to express the pair interaction term of Eq. (2.10) in mean-field theory:

A . . AT . . . . A~
Hyr = ka CLU Ckg+ZVkl<< ey Cl¢>CL¢ CT_;QS
k k (2.19)

At A oot~ 4 At oA af 4 ¢
+<CJ12TCT_1¢¢ S)S CfliclT_<CL¢CT_k¢ S) (S ey ClT>) + uN.

22



2.2. Diagonalization of the lead Hamiltonian

Introducing

at .
Ak = — Z Vkl < C,u ClT>
l

A (2.20)
and  Ap=-> Vi (el el S),
l
leads to the conventional form of the mean-field BCS Hamiltonian
Hyp = & ¢, ko
k
(2.21)

At oA A s« al A A At oA A &
—Z(AkCLTCTkLS—i—AkS C_py Crp —Ag (CLTCLCl S>) + uN.
k

Bogoliubov transformation

The most famous way to diagonalize the mean-field Hamiltonian of Eq. (2.21) was
first introduced by Bogoliubov [4] in 1958, one year after the publication of the BCS-
theory. He used a canonical transformation method, that is an alternative to the BCS
method. We will follow Josephson [15] and introduce a particle number conserving
version of the Bogoliubov transformation on an abstract level. In Sects. 2.3 and 2.4
we investigate the constituents on a more precise level. Specifically,

« « g .

()= (e ™) () (2.22)
Cky -y S Uk Yk
At * at i

(ACk'T ) _ Uk . 'Uk S <A’7k’r > (223)
C—kl v S uj Y-k

Here 4, are fermionic quasiparticle operators often called bogoliubons. The coeffi-
cients ur and v, are complex numbers and are connected by the relation:

lug|? + v |? = 1. (2.24)

We rewrite Eq. (2.21) in terms of quasiparticle and Cooper pair operators and sys-
tematically eliminate the off-diagonal contributions. This can be done by choosing the
coefficients in an appropriate way:

_ /1 &k
w=45 (1 n |Ek|> (2.25)

23



2. BCS-theory for superconductive tunneling

T §k
_ 1D
= —(1- == 2.2
v =e 2( IEk>’ (2.26)

where ® turns out to be the phase of the macroscopic condensate wave function in the
Ginzburg-Landau theory [20, p. 50].

The full calculation is too lengthy to be presented here and we have to refer to App.
A.1. The mean-field Hamiltonian for the superconducting leads finally reads:

Hyr =Y Exdl, Y4 +Ec + ul, (2.27)
kT

where

B=\@+1AR, A=A (2.28)

The constant E¢ is sometimes referred to as the ground state energy of the supercon-
ducting condensate.
We generalize the result for two leads by introducing again the lead index 7.

Hp =Y Hpy=Y EwAle Appr +Ec + > Ny (2.29)
n nkt n

Eventually, we should mention that we did not include the term N in the diagonal-
ization. For further calculations we should remember that it is still written in terms
of electron operators.

24



2.3. The BCS ground state and its connection with the Cooper pair operators

2.3. The BCS ground state and its connection with
the Cooper pair operators

In 1957 Bardeen, Cooper and Schrieffer published their remarkable paper 'Theory of
Superconductivity’ [2] in which they pointed out that in the superconducting state
electrons condense in a ground state of paired electrons. This so-called BCS ground
state is the basis for many theories which describe superconducting phenomena in the
framework of the BCS theory. For example tunneling processes involving supercon-
ductors as used in this thesis. In this section we will write down the ground state in a
different but very instructive manner, in order order to find an analytical expression
for the Cooper pair operator postulated in Sect. 2.2. In particular we will see that the
BCS ground state can be written as a superposition of states with a certain Cooper
pair number.

Let us start with the most common representation of the BCS ground state [17, p.
81]:

1GS) = [J (e + o el ey ) 12)
k

(2.30)
Uk ot ot
= 1+ — %)
I;Iuk (1+ " CkTC*ki) |2},
where |&) denotes the vacuum state of the electrons defined by:
tho |20) = 0. (2.31)

Eq. (2.30) can be written as an exponential by exploiting the fermionic properties of
the electron operators, é;rw é;rw =0

1GS) = [T exp(Zi et éik¢> ). (2.32)
k

To proceed, we split the product in two parts, one of the u;’s and one of the exponen-
tials:

Ve . N
1GS) = [T exp <Z U gl ,Q) )
k k

=N (2.33)

fe’e] 1 . n
SN (S e

25



2. BCS-theory for superconductive tunneling

where we Taylor expanded the exponential in the last step and defined an operator

N
Ry =¢f el (2.34)

This fulfills the commutation relations:

[Rk7 ] = 5kq (CkT Crt + C —kl Copl — 1) (2.35)
Ry, R}] =0, (2.36)
[V.R}] = 2R (2.37)

2.3.1. BCS ground state as superposition of Cooper pair states

We can write Eq. (2.33) as a superposition of states with a fixed number of Cooper
pairs |n), we proof this property in the next paragraph. We define:

Ay, >
GS) = Z ny =Y buln), (2.38)

n=0

where
)= — (S 2q "o (2.39)
“an, ~ Uy k ’ '
an

by =Nt (2.40)

We introduced the factor a,, to normalize the Cooper pair states, using Eq. (2.35):

1 Uz R n qu L m
o) = @ () (Z328)
k q
5nm viv
=2 (2] (Z : © (64 + RiR, — 5qunko> (2.41)
kq

(2R e
Jug[*

<Z ZZ;) " = a”. (2.42)

We find:

26



2.3. The BCS ground state and its connection with the Cooper pair operators

The best way to explain this is that each state |n) is living in a Fock space of 2n
electrons, thus states with different number of particles are living in different subspaces
and are orthogonal.

Finally we can use this to rename the normalization of the ground state:

N = (Z(;')Zafg _1/2. (2.43)

n

2.3.2. Occupation of the Cooper pair state

In this section we will show that the abstract reformulation of the BCS ground state has
a concrete physical meaning. It will turn out that the state |n) contains 2n electrons
or n Cooper pairs:

N |n) = 2n|n). (2.44)
We define a state with zero Cooper pairs as the vacuum state:
|0) = |2). (2.45)

The statement follows by induction:
Basis: n=1

N1y =813 %Rl ), (2.46)
k

- 1 UV At
N|1>:2a—lzu—kRk 0) = 2]1). (2.47)

Inductive step:

ay k (248)

k (2 il 4 R;N) In)

Il
S =
=[]
s |g

=2(n+1

~—

|TL—|—1> 0

27



2. BCS-theory for superconductive tunneling

In the step from the first to the second line of Eq. (2.48) we used the definition of the
state [n), Eq. (2.39). As it can be seen from Eq. (2.39) Cooper pairs can be created
with the following operator:

=— Z UERS (2.49)

We find that we are able to express a state with n Cooper pairs by simply applying
the Cooper pair creation operator n times on the vacuum state:

n) = (8")" 10, (2.50)

such that
S |n>fS( ) |0) = |n+1). (2.51)

Note that the macroscopic phase which is present in this definition of the Cooper pair
operator enters through the factor

o |1 &k )
iP
v = e —11-—=, 2.52
; 2 < | B (252)
accordingly

ot _ i 1 VK| 1
S =e"— —R,. 2.53
a |Uk| k ( )

2.3.3. Properties of the Cooper pair creation and annihilation
operator

At the end of the previous section we identified the Cooper pair creation operator ST
which we will investigate in the following. We start with the commutation relation

5.9 = (3) T il

()T b o
() Zﬁikz

where we put a factor % to compensate the spin summation and ng, = é;rw Cro 1S the
number operator. We can calculate the commutator by acting on the groundstate, Eq.
(2.30):

28



2.3. The BCS ground state and its connection with the Cooper pair operators

Jug|?

8] 168) = -1+ (o ) Z'”'f' huo [[(w+uéliet)l2).  (259)
l

We use that 7ix, commutes with all terms of the product, except in the case | = k,
thus

8',8]Gs)
1
= -1+ ( ) u; + vy f}T éJr_ Nk (Ur + Vg éT éJr_ ‘®>
a1 %; 1;[ €10y ) ko ( kr€ky) (2.56)
1 At oA R N
=1+ (a1> Z H u + v c;rT cT_u)vk CLT (60t + Poko) cf_ki |2) .
ko I#k
In Eq. (2.56) we use [ik, ¢! 4] =0
§'.§)1as) = -1 |”’“| 2.57
Inserting Eq. (2.42) we find:
[ST,S] =0. (2.58)

Furthermore, we present the commutator of the Cooper pair operator with the total
electron number operator N =3, éza Crot

[\
[0}
e

(V.8 = (2.59)

and
[N,§] = —28. (2.60)

Notice that the hermitian conjugate of the Cooper pair operator indeed lowers the
occupation number of a state with n Cooper pairs |n) by one. We can show this by
using Eq. (2.60):

NS|n)=(-2S+SN)[n)=2(n—1)S|n) =N|n—1). (2.61)

The next step is to observe the combination SST Again we act on the ground state,
Eq. (2.38):

38"1GS) = 36,88 ) =S 0.8+ 1) = > baln) = 1/GS). (2.62)
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2. BCS-theory for superconductive tunneling

So we find, using Eq. (2.58):

>
o>
Il
—_
Il
U
>

(2.63)
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2.4. Construction of a particle-number-conserving Bogoliubov transformation

2.4. Construction of a particle-number-conserving
Bogoliubov transformation

For the diagonalization of the lead Hamiltonian in Sect. 2.2 we used the Bogoliubov
transformation, Egs. (2.22) and (2.23), introduced by Josephson [15]. He modified the
transformation of Bogoliubov [4] with additional Cooper pair operators to conserve
the particle number, but did not specified them further. In this section, we investigate
if the transformation still suffices the requirements of a unitary transformation, when
we insert the expression for the Cooper pair operators of Eq. (2.49). In addition the
transformation should conserve the anticommutation relations of the electrons, and the
average particle number. We can write the Bogoliubov transformation in a compact
form:

Cho = U} Yo TS8RO Vi SAS'S/T_,C& , (2.64)
and its hermitian conjugate
At At xo gt
Chy = Uk Voo +58D0 VY _15S (2.65)
where
1 f =
sgno = 1 foro=t, (2.66)
-1 foro=|,
g=—o0. (2.67)

We should notice that the coefficients uy and vy, appear in the definition of the Bogoli-
ubov transformation as well as in the definition of the BCS ground state, Eq. (2.30).
This has historical reasons. In 1958, Bogoliubov found a new method to diagonalize
the BCS Hamiltonian [4] and found formulas for u; and v that confirm those of the
BCS theory. In this section it is important to remember Eq. (2.24), i.e., that

Jur|* + ox* = 1. (2.68)

It turns out that in particular the analytical form of the Cooper pair operators is crucial
for this work. For completeness we will also present the inversion of the transformation

’3/ Uk —ng ék

(wm ) =\ ot . (AT ! ) ; (2.69)
Y kg vES Uy, C_ky
AT * * Al NI

<Am ) _ [ w —uS (fm ) , (2.70)
Tkl vpS  ug Ckl
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2. BCS-theory for superconductive tunneling

which can be generalized to

Yo = Uk é;m—sgnavkgéikﬁ, (2.71)

and its hermitian conjugate

. ‘s cals
o = uptl, —seno i S e s, (2.72)

The generalized inverse transformation can easily be verified by inserting it in Eqgs.
(2.64) and (2.65).

2.4.1. Fermionic anticommutation relation

In the electron picture the following anticommutation relation holds

A oA !
{CLT, Ck’T} = 5kk’- (273)
Applying the Bogoliubov transformation of Eqgs. (2.64) and (2.65) it follows

(& enoy = {urdl, +seno viy_,. ST, U Aprgr +sgna’ v SAT LY
= wtiy (3} Ao} + senosgno’vfop {34 8841 40} (274)
+sgno’ wpvp {31 SAT LY +seno viul {5 ks ST, Ao} = OOt

In the last line we demand that Eq. (2.73) is still valid.

Separation of Cooper pairs and bogoliubons

As the Cooper pair condensate is the vacuum state of the bogoliubons, they live in
different spaces and we find that

[S,41,] = 0. (2.75)
Using additionally the fermionic statistics of the bogoliubon operators

{;y;f“r’ ’A}/k’a’} = Okk' 000’ s (276)
we see that Eq. (2.74) is fulfilled.

2.4.2. Expectation value of the number operator

Finally we have to investigate the particle number conservation. We calculate the
ground state expectation value of the total number operator N before and after the
transformation. This can be thought of as the average number of electrons in the
Cooper pair condensate.
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2.4. Construction of a particle-number-conserving Bogoliubov transformation

Expectation value of the number operator in the electron regime
In the electron regime the ground state expectation value reads:
(GS| N [GS) = (GS] ¢, o [GS) (2.77)

ko
where we use the standard representation of the BCS ground state, see Eq. (2.30)

|GS) = H(ul + v é;r,r éiu) |@) . (2.78)
!

We present the detailed calculation in App. A.2.1:
(GS|N[GS) =: (N) =) 2 |ue[*. (2.79)
k

This result is plausible, as |vgx|? can be interpreted as the probability of finding a
pair of two electrons with opposite momenta k& and —k. In the ground state, at zero
temperature, all electrons condense to Cooper pairs; the expectation value of the total
electron number operator is twice the sum of all these probabilities.

Number operator after Bogoliubov transformation

We transform the total electron number operator N and calculate again the ground
state expectation value

(GS| N |GS)

N ata s
- Z{w? (GS|9_15S' 841 . |GS)
ko

+ sgno ugvy (GS] &La g‘yika |GS)

(2.80)
s e (G519 408 36, 65)}
= 22 lug |2
k
We used the relation ST S=1and
(@]9, 8474, 1GS) = 0, (2381)
(GS|4 4 8' 44, 1GS) = 0. (2.82)
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2. BCS-theory for superconductive tunneling

Summarizing the previous results we have justified the validity of the transformation
and in particular the representation of the Cooper pair operator.
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2.5. Thermodynamic properties of the superconductor

2.5. Thermodynamic properties of the superconductor

In Sect. 2.3 we derived a representation of the BCS ground state as a superposition of
states with a different number of Cooper pairs. In this context, we found an explicit
representation for the Cooper pair creation and annihilation operators and derived
all necessary commutation relations. In this section we will use these methods to
investigate the thermodynamic properties of the electrons in the leads which are now
described by quasiparticle excitations and Cooper pairs. Thus, it is required to find
the equilibrium density matrix of the superconductor through which one can calculate
thermodynamic expectation values.

Usually, we define the thermodynamic average of any operator A as:

(A),, = Tr(ppA), (2.83)

where we trace over the electronic degrees of freedom in the leads, meaning over Bloch
states 620 |@) = |ko). In the case of superconducting leads, we have a different situa-
tion as we are describing the electrons as both, quasiparticle excitations and Cooper
pairs. The question arises, if we should trace over the fermionic degrees of freedom
only and keep the Cooper pairs in the equations; or we trace out the whole electronic
degrees of freedom? The answer is a bit subtle, as the Cooper pair condensate is the
vacuum state of the Bogoliubov quasiparticles. Hence, tracing over the excitations nec-
essarily includes its vacuum state. This justifies the definition of the grand canonical
ensemble, in the new quasiparticle-Cooper pair-description, with the chemical poten-
tial of the electrons. Following these thoughts we define the equilibrium density matrix
of the leads:

e—ﬁﬁc
OB = 2.84
PB ZG ’ ( )
where Hg = Hp — uN and
Zg = Trp <eﬁf1€). (2.85)

It might be necessary that we have to calculate thermal expectation values with Bo-
goliubov and additional Cooper pair operators. Thus, it is important to understand
the thermodynamic average at the level of second quantization in order to examine the

action of S, QT. Hence, we define the many body states of the quasi particle excitations:

{n})y =N [ A4i-1GS), (2.86)
(gm)e{n}

The state [{n}) is a short hand notation for the occupation number representation,
where {n} is a set of occupation numbers ng,,,:
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2. BCS-theory for superconductive tunneling

|{TL}> = |nk1017nk2027"'>' (287)

In order to calculate the trace over the many body states, we have to investigate the
action of the bogoliubon number operator

ko = Aho Vio (2.88)

on any many body state. It fulfills the following commutation relation:

[ﬁko'a ;}/27—] = 3/1];0' 6kq6o"r~ (289)

First of all, consider a set {n} in which the state (ko) is occupied (ng, = 1):

i) = e (N [ 34, 169))

(gm)efn}
_ e ot _ ot 4t N
=N H Ygr ko Vo ‘GS> =N H Vagr fykg(l + nkU) |GS> (290)
(am)e (am)e
{n\(ko)} {n\(ko)}
=N JI 4k 1GS) =1{n}),
(gm)e{n}

on the other hand, if ng, = 0 in {n}, fix, commutes with all operators and gives zero.
Finally we found the following relations:

~ n if nge =11in {n},
kg |{n}) = ) 1w = Lin ) (291)
0 if nge =01in {n}.
Now we are able to calculate the following trace [10, p. 37]
e—ﬂHG
TYB (ﬁB'kac;) = TI‘B ( ’ka[,) s (292)
Za

where we write

(g7)

We start calculating the denominator:

ZG = TI‘]3<

[Teom) =S [ o) ooy

(g7) {n} (g7)
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2.5. Thermodynamic properties of the superconductor

In the next step, we use the fermionic properties the bogoliubons, meaning that each
exponential acting on a many body state e #Fa"ar |{n}) equals e~#Famar if the state
(gq7) is occupied, or 1, if not. Therefore, we can write the trace as:

Z <nk101|6_ﬂEk1nklal |nk101> Z <nk‘202|6_ﬁEk2nk202 |nk202> X

Mkyoy Mkooo

(2.95)
X Z <nk79¢0'oo ‘ e_ﬂEkoonkooooc |nkooo'oo> R
MNkoo 0o
where each part can be evaluated separately:
N (ko e B g ) = 14 e (2.96)

nki"’i :0,1

On the other hand, we have the nominator

T ([T e, ) = S () [T o)) (2m)
(am) {n} (a7)

that splits exactly as before into products of the single occupation numbers only dif-
fering by one term:

Z e PBko = e PEK, (2.98)
nko=0,1
Finally, all terms apart from
—BEy 1
e
f(Bx) (2.99)

1+e BB ePBx 41

cancel. Eq. (2.99) gives the desired Fermi function.
For clarity, we will present an example of the calculation of the trace in a very small

toy model with only two states [{n}) = |{n1,n2}). Here we can have the following
configurations
10,0)
|1,0)
, = 2.100
e =310 (2:100)
I1,1)

yielding:
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2. BCS-theory for superconductive tunneling

Trg (e 20 Bi) =3 " {{n}] e B | {n})

{n}
=(0,0[¢°]0,0) + (1,0]e~#F1|1,0)
+(0,1]e 772 0,1) + (1, 1] e PFAHED |1 1) (2.101)

=1+ e_BEl)(l + e_BEl)

— Z e PE1M Z e PE2nz2

n1=0,1 n2=0,1

Influence of the Cooper pair operator on the trace over the leads Consider the
case where we trace over a combination of Bogoliubov and Cooper pair operators:

oot
Tr (pB Ay Y0 S')- (2.102)

The operator ST is commuting with the bogoliubon creation and annihilation operators.
Thus we are only interested in the BCS ground state expectation value of the Cooper
pair operator. Using the representation of the BCS ground state derived in Sect. 2.3,
we get:

(@S18"1GS) = 3 buby (] §' |m)

' (2.103)
= Z bnbm 5n,m+1 = Z bn+1bn~
n,m n
Inserting the definition of b,,, we obtain:
At 2 ApQp41
S = —_
(GS[S'|GS) =N ;n!(n—kl)!
N 2.104
g o (2:104)
— (n!)(n+ H
Using the series definition of the modified Bessel function of first kind [1, p. 375]
0o (£)2k+1
L(z)=) 32— 2.105
() I;)k!(k+1)!) (2.105)

permits us to express the sum of Eq. (2.104) as a Bessel function:
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2.5. Thermodynamic properties of the superconductor

(a1)2n+1
Together with the normalization, App. A.3,
Ne— (2.107)
10(20,1)’ ’

the ground state expectation value of the Cooper pair operator becomes:

_ Il(Zal) al———mOC 0o 1. (2108)
10(2a1)

@s|8'|as)

The value of the limes is obvious, if one considers the asymptotic expansion of the
modified Bessel functions [5, p. 529]
(@)= S [1+0(3)] (2.109)
" Varzx z .

which is independent of n.

Eventually, we can calculate the trace in exactly the same way as in the last paragraph,
Eq. (2.97). The procedure becomes clear, if we look again at the example of Eq.
(2.101). Specifically the Cooper pair operator appears in every term like

0,0/8"10,0) = 1, (2.110)

or

e=0P1 (1,0/8"|1,0) = e FP1, (2.111)
meaning that we end up with the same sum as before, since the ground state expec-
tation value of ST is equal to one. We find again the Fermi function:

1

X oAt oot
Tre (55 Ay Yo S')
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3. Quantum transport theory and
the Generalized Master Equation

In Chap. 2.1 we introduced the Hamiltonian for a general transport setup of a quantum
dot device weakly coupled to superconducting leads. The aim of this chapter is to
develop a transport theory which enables us to calculate measurable quantities like
the current or the differential conductance. We use the so called Generalized Master
Equation (GME) approach, generalized in the Bloch-Redfield form of the GME at the
end of this chapter. The general master equation, derived in the following, describes the
time evolution of the density matrix up to second order in the tunneling Hamiltonian,
which we use as perturbation due to the weak tunneling links.

3.1. Derivation of the Master Equation

3.1.1. General introduction to the master equation

We start with the Liouville equation in the interaction picture, which can easily be
derived using

p1(t) = U (£)p(0) Ur(2), (3.1)

and

= U(t) = Vi (t) Ur(2), (3.2)

where V;(t) is the interaction term of the Hamiltonian in the interaction picture.
Matching both, we arrive at the Liouville equation in the interaction picture:

0

iho-pr(t) = [Vi(t), pr ()] (3-3)

Eq. (3.3) can formally be integrated

i

) = pr(0) = 5 [t V(8. )], (3.4

and then inserted into itself, yielding
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3. Quantum transport theory and the Generalized Master Equation

inggon(®) = [710510)) - 1 [ar [0, G0 )] 69

With Eq. (3.5) we have a form of the master equation which is still exact at this
level and allows a perturbative treatment in the perturbation V(). In this thesis we
are only interested in second order perturbation theory, so we can stop at this level of
iteration.

3.1.2. The reduced density matrix

As already mentioned in Sect. 2.1, the total Hamiltonian consists of three parts: One
for the leads, the second one containing the quantum dot, and a tunneling part, which
we treat as a perturbation in the weak tunneling limit. Since we are only interested in
the properties of the dot, we can trace out the lead degrees of freedom. This procedure
leads to an equation for the reduced density matrix:

/éred,l(t) = — % TI'B{ [VI (t)a /31 (0)] }

_ (2)2/: dt’ m{ [V,(t), [Vz(t’mz(t’)ﬂ }

ﬁred,[(t) = TI‘B{[)[(t)}. (37)

In order to proceed, we have to make some assumptions on the structure of p. Prior
to t = 0, we assume that the leads (B) and the system (S) do not interact so that the
density matrix can be written as a product of two matrices:

where

p(0) = ps(0)p5(0) = pr(0). (3.8)

Here pp(0) is the equilibrium density operator in the leads, described by the usual
equilibrium thermodynamics distribution introduced in Sect. 2.5:

e—B(Hp—pN)
Za
Now we introduce another approximation in order to get a more compact expression
for the time evolution of the total density operator. In our theory we consider the
leads as a thermal bath, meaning that they have so many degrees of freedom that

their interaction with the system dissipates away quickly. For that reason, the leads
remain in thermal equilibrium up to a correction of order V:

p5(0) = pp. (3.9)
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3.1. Derivation of the Master Equation

p1(t) = ps.r(t)pp(0) + O(V). (3.10)

Finally, we can insert Eq. (3.10) in Eq. (3.6), keeping only terms up to second order
in the perturbation V. We obtain

pred, () = — % TTB{ [\A/I(t), ps(0)ps] }

_ (;)2 /0 v TrB{ [m), [V1<t'>,ﬁs,z<t'>ﬁ3]] } +O(V®).

The first term of Eq. (3.11) vanishes, as we will show later. In order to arrive at the
starting point of the transport calculations, we have to transform Eq. (3.11) back to
the Schrédinger picture.

We use the relation

(3.11)

7ﬁ7‘ed,1(t) = (UEL) (t))aTed(t) UO (t))a (312)

where

Uo(t) = e~ wllst, (3.13)

is the time evolution operator of the unperturbed system. Note that only the system
Hamiltonian contributes to the time evolution, because the leads are already traced
out. Hence,

%ﬁred,l(t) A [HS7 ﬁred,l(t)} =+ U(];(t)/;red(t) UO(t)
(3.14)

= p;red(t) = UO(t)ﬁred,I(t) Ij(];(t) + ﬁ [ﬁmd(t)v f{O] .

Time dependent operators with no subscript "I", e.g. preq(t), are again operators in
the Schrodinger picture. Now we can replace preq r(t) in Eq. (3.14) by the expression

of Eq. (3.11), where we neglect terms of order O(V3):

preatt) =} freatt) Fis) -

- (;)260“) /O ar TrB{ [Vf(t), [Vf(t’),ﬁred,f(t/),aBﬂ}fjg(t)' (319
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3. Quantum transport theory and the Generalized Master Equation

Calculating the double commutators

The calculation of the double commutator in Eq. (3.15) is a lengthy, but necessary,
task. At first we have to specify the perturbation V;(t). In our case it is the tunneling
Hamiltonian between the system and the leads, which is introduced in Sect. 2.1:

Vi(t)=Hrs(t) =) <t & o () djo s () + £ &;UJ(t) ankg,f(t)) (3.16)

nko

The time evolution is governed by the Hamiltonians Hp and Hg respectively:

dja,f(t) = 6+%H5t ajcf 67%HSt> (3.17)

Cphor(t) = etilBte o= i Bt (3.18)

From the definition of the commutators it follows that

HT (t)a [HT(LL/)) ﬁred(t,)ﬁB}

= () Ho(t)prea(t)ps + preaps Hr () Hr (1) (3.19)

— Hy(t)prea(t)ppHr(t') — Hr (') prea(t) pp Hr (1).
Inserting the tunneling Hamiltonian, Eq. (3.16 ), in Eq. (3.19) leads to 16 terms

which we will not give explicitly. Nevertheless, it is useful to write down the result for
Hr(t)Hr(t'), which provides the basic structure for further calculations. We have:

HT(t)HT(t/) = { ‘t|2 {C:r'-]ko'(t) d_]o'(t) dj'a"(t/) C’V]’k'o”(t/)
nn'kk'
oa’jj’

AL (1) o (8) € () dyror ()}
(3.20)

+ 2 éj;ko (t) ajg (t) év];’k/g/ (t" djror ()
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3.1. Derivation of the Master Equation

Trace over the leads

To move on with the evaluation of the equations for the reduced density matrix, Eq.
(3.15), we have to evaluate the trace over the leads by inserting the explicit form of the
double commutator calculated in Eq. (3.19). As both, dot and lead operators, appear
in the trace, we have to order them in such a way that all lead operators are grouped.
To this end, we exploit the anticommutation relations between electrons of the lead
and electrons of the system. After we have managed to group the lead operators in
the trace we can put the rest outside and perform the trace. Note that the trace over
some lead operators is just a number which we can move around as we like. But it is
of particular importance to keep the order of the dot and the lead operators.

We will not present the whole calculation here, but rather give some interesting exam-
ples to show how it works. Afterwards we show the final result.

Examples of arranging the trace

1. No anticommutation necessary
AT ~ ,\T 3 A~ N~
TrB dja’ Cnko Cn’k’d’ djla’ p”‘Ed(t )pB
AT . A A 3 N
= djg TI‘B (ang C;r?,k/gl PB) djlg/ pred(t/) (321)
AT A . PO R
= djo dj’o’ pred(t,) Trg (ang CI]"{)’O" pB> .
2. Three anticommutations (— minus sign)
. S At R
Trp (Cjﬂcg djo CIII}Q/O—' dj/gl pred(t/)pB>
o AT . .
= TI'B (d_]o' Cj]ku’ dj’o” C,'—I:]/klo./ pred(t/)pB>

T (3.22)

= — ’I‘I‘B (dja— dj’o” éi]ka' él—l/k,lo-/ ﬁred(t/)ﬁ3>
S B . R

= —djodjio prea(t’) Try <C1,ka CI}’k"o’ pB) :

3.1.3. General Master Equation for the reduced density matrix

Putting things together, we found an expression for the time evolution of the reduced
density matrix in the Schrédinger picture up to second order in the perturbation, often
called General Master Equation (GME). It reads:
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1

prea(t) = 7 [prea(t), Ho) -

1)\* - L
~(5) G [[ar 3§
nn' kk
oo’ s’

[W’ { dyo(t) Ajror (t') T (e;,w@) (t’)ﬁB) + Ao (£) dyror (¢) Tre (%ka(t) Chrior <t’>ﬁB) ;

~ ~ R N N * AT At A P 5 H
_ t2 djg' (t) dj’a’ (t/) Trp (Cj]ka (t) C;,k,g, (tl)pB) — (t )2 dja(t) dj’o’ (tl) Trp (ang (t) Colkl o (t/)pB):| Pred(tl)

+ prea(t)) {m? { dyror (t) AL (1) Trn (czk (t) énkg(tms) + Qg (1) djo (£) Tr (cnk (t) éEkAt)ﬁB) }

—t* djror (t') djo (1) Tra (* () éikau)me) — () Ay (t) Ao (1) T ( (") @ﬂm(t)ﬁB)]

= [ 0t B Tow (o ()84 (0000 ) 4 B et e () T (€l () s 0105 ) }

P By (O)prealt)) Ay () T (* (t) eLkg(th) () &y (prea(t’) Al (#) Trs ( () enkou)ﬁBﬂ

- [W { Qyror () prealt’) Al (1) Trs (e,,ka(w & <t’>f»3) + dror (E)prealt’) dja(t) Tre (élka<t> <t’>ﬁB> }

S o ()realt’) o (1) Tr (ezk(,(t) el (t')ﬁB> @) L () prea(t') Al () T (enkcf(t) (t')ﬁB)} } 0i(t).
(3.23)



3.1. Derivation of the Master Equation

In the last equation we dropped the subscript I at the electron operators of the leads
and system, respectively. If we look closer at Eq. (3.23) we see that there are only
four different traces which have to be calculated:

Z ’I‘TB (éjﬂfﬂyl( )Cn/k/ /[ B) (324)
kk'oo’
> s (6nka,1(t) Do, B) (3.25)
kk'oo’
5 Ton (€l (0 (005 ). (3.26)
kk'oo’

Trg (énkUJ(t) én/klgl71(t/)ﬁ3> . (3.27)
kk'oo’

At this point we still have electron operators in the equation. Since we are interested
in transport properties of quantum dot devices coupled to superconducting leads, we
have to rewrite the traces in terms of quasiparticle excitations of the superconductor.

3.1.4. Introducing superconductivity

The next step in the analysis of Eq. (3.23) is to introduce the superconducting leads
explicitly. The Hamiltonian describing the leads Hp is not diagonal in electron creation
and annihilation operators but has a more convenient form in terms of bogoliubons as
shown in Sect. 2.2:

Hp = ZEk Al Apr +uN.
kT

Hence, we are able to write the time evolution of the bogoliubons! in a quite easy way
given by the following differential equation

0 . T i .
B ’yi]ka,l(t) =% [Hp, 'Vilka,I(t)] = +ﬁ(Ek + 1) ’YI,ka,I(t)a (3.28)

where the commutator is calculated in App. B.1.
Solving this equation and its hermitian conjugate counterpart yields the following time
dependence:

ot 7 (t) _ 6+%(Ek+u)t ,?T (329)

INote that we are still in the interaction picture.
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3. Quantum transport theory and the Generalized Master Equation

Sot () = e~ (EBrm)is (3.30)

In addition, we find, see App. B.1, the following time evolution of the Cooper pair
operators:

STty = erzneg’

(3.31)
S;(t) = e #2§. (3.32)

The time evolution of the quasiparticle and Cooper pair operators is in perfect agree-
ment with the paper of Josephson [15].

We will now use the Bogoliubov transformation to rewrite the four traces in Eq. (3.24).
We are left with four different non-vanishing contributions, those which we call “nor-
mal™:

TI'B <é;k0 (t) én/k'o(t’)[)3> = 6kk/600/6777]/ X
(3.33)
« {lunk|2f7—;_(Ek:) et (Brtug)(t—=t") |’U17k|2fn_(Ek) e 7 (Br—pq)(t—t )}’

Trg <f3mm (t) 617%/0(5)/33) = Ok Oggr Gy X
| | (3.34)
x {|unk|2fn(Ek) e” AR o, 2 (By) et R mpn) (0 )},

and those which would be zero for normal conducting leads. We call them “anomalous”:

TI‘B <énka(t) én'k’o" (t/)ﬁB) = 5’@—’?’505/67]7]/ sgno X
| | | (3.35)
X UUku:]k e%Qﬂnt{f;’(Ek) e+%(Ek+Hn)(t*t/) — f;(Ek) e;b(Ek#n)(ttl)},

T (€10 () S (1 ) = s B so
(3.36)
« v;kunk €+£2#nt{f7’ (Ek) efﬁ(EkJan)(t*t,) _ f;r(Ek) e+é(Ek”")(tt/)},

where
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3.1. Derivation of the Master Equation

1
+ _
fn (Ek) - eiﬁEk F1 )

stands for the Fermi function of the bogoliubons as derived in Sect. 2.5. The lead
index 7 enters through the chemical potential in

Bi = /(& — a)? + |AP. (37)

The full calculation of the traces is presented in App. B.2.

3.1.5. Time evolution

By now we have almost everything in order to write down the master equation. The
only missing part is the full time dependence of the GME. For this purpose we should
first analyze the generic structure of the time dependence of Eq. (3.23), counsidering
time structures with arbitrary operators in the interaction picture. Before proceeding
we perform the so called Markov approximation, assuming that due to the coupling of
the leads the knowledge of the past behavior of the system is destroyed by damping. In
other words, the density matrix only depends on its present value. We substitute [3, p.
263]:

ﬁred(t/) = ﬁred(t)- (3-38)

The next step is to perform a variable transformation in the integrals of Eq. (3.23),

ty=t—t"
/ at’ = / dty = / dts =2 [ . (3.39)

In the last step we extended the integration to infinity with negligible error, because
the time correlation functions (¢ Lko(t) ¢ykror (t')) will be non-zero only for some short
time interval ¢ — ¢’ < 7, which is called the correlation time. In the stationary limit,
when ¢t — oo, the Markov approximation becomes exact.

The eigenstates of the system, see Sect. 2.1, we call them Hg |€) = E¢|§), form a
complete set:

>l =1 (3.40)

Let a, 3, and ¢ be some arbitrary operators whose time evolution is governed by the
system Hamiltonian. We find:
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3. Quantum transport theory and the Generalized Master Equation

(€] Uo(t) ar(t) br(t —ta) er(t) Uh(e)[¢') =

A -1 exp(letg) A A
(€] Uo(t) Ui () a Uo(t) UY(t — t2) bUo(t — t2) UY(E) ¢ Uo(t) Ui(E) [€)
\_______\V._______/ N————

eXp(—%Hstz) =1

=Y (gla ja)E] e rPate hetiBal |6) (6| ole).
§1&2

By this example one can see the steps explicitly. The other structures can be evaluated
in exactly the same way. In summary it holds:

(€1 Uo(t) ar(t) br(t —ta) er(t) UH(D) [€')

*Z (€] @ [e)(E] b &) (€] ¢ |¢) e Pea=Par)ta (3.41)
§182

(€1To(t) ér(t) br(t —t2) ar(t) U(D) [¢)

=Y (el ¢ &)l b &) &l a |g) enPaEeate (3.42)
§1€2

(€] Uo(t) ar(t) er(t) br(t —t2) T()[¢))

= Z (€] @ |&)(&] ¢ |&)(E] b (&) e (P —Pelt (3.43)
§1é2

(€] Uo(t) br(t — ta) er(t) ar(t) UH(t) |€")

=Yl b el ¢ el @ J¢) e PaFon (349
§1€2
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3.2. Bloch-Redfield equations

3.2. Bloch-Redfield equations

In this section we put the analysis of Eq. (3.23), done in the last section, together
and write down the GME in Bloch-Redfield form. When the Born-Markov quantum
master equation for the reduced density matrix is given in the energy eigenstate basis
of Hg, it is usually called Redfield equation. According to [3, p. 270] and [22, p. 9]
the master equation is defined in the Schrédinger picture

ﬁnm(t) = —1 Wnm pAnm(t) - Zankl pAkl(t)a (345)
kl
where the Redfield tensors are defined by
Rymiki = 0im Z Firrk + Onk Z Pl??“m - Fltnnk - Fl?rmk (346)

and with the rates given by the Golden Rule expression:

1> [~ - . )
Tk = (h) /0 dte”" " Tep {Hy 1 (t) Hrnk(0)pr},
(3.47)

_ ]. 2 o —iw Kol - ~
Lk = (h) /O dte™ "t Trp {Hr 13 (0) Hp ke (t)prL}-

In the superconducting theory we adopt this formalism, defining the transition rates
in pretty the same way. Meaning that they are defined by the time order of the
terms written in the interaction picture in Eq. (3.48). In contrast to the normal
conducting theory, we have terms describing tunneling processes, which involve two
electrons simultaneously (anomalous processes), these tunneling rates we will call £*.
We use I'* for one electron tunneling processes:

2 roo
Pt S i= (3) [ dte T 10000 im0l (e - 12) O30 .

L nk + Zink = (fli) /o dt’ TTL{[Uo(t)ﬁT,I(t — to)im [Hr,1(t) Ug(t)]nkﬁfz(}- |
3.48

Here [Hr 1 (t)]im denotes the matrix element of the tunneling Hamiltonian in the energy
eigenbasis of the system:

[Hr,1 (t)]im = (I Hr 1 (t) |m) .
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3. Quantum transport theory and the Generalized Master Equation

3.2.1. Bloch-Redfield form of the GME

Now we are able to identify the transition rates in the GME and bring them in the
Bloch-Redfield form. The normal rates are, following Eq. (3.23):

1\° o0 ,
& = 2 (B —Ee,))t
Pée o0 = (ﬁ) It] Z /0 dty enBe—Ee)t2 o {

nkajj’

~ AT 4 _ _ i —
<§|dja |§1> <§2‘dj’a |£l> |:|Unk|2f;r(Ek) e+h(Ek+Hn)t2 4 |U711€|2f71 (Ek) e 7 (Ek #n)t2:|

At ~ _ _ i . i _
iedl je) el dyn 1) [|unk|2fn (Bi) = hErtmde | |y (B, ot ﬂ }
(3.49)

_ 1\2 5 00 B s
Fﬁﬁlfzf’ = (h) |t| Z / dito eh( e1 —Ee¢)t2 «
nkajj’ 70
A At . . o
<£| dj/a ‘£1> <£2| dj" |£l> |:|u77k|2f77_(Ek:) e i (Bktpn)tz + |U77k|2f77 (Ek;) €+h(Ek wr>t2:|

At 3 _ i Ci(B—
+ <§|d]/0_ |§1> <£2‘ d]g‘ |€/> |:|u77k|2f7] (Ek) e+h(Ek+lJ71)t2 + |U17k|2f:(Ek) e (B Hv})t2:| }

(3.50)
Those related to "anomalous" processes in contrast read:
+ _
2551525' -
1\? o -
. _ l(E 1 —F )tf
) 5 [
nkajj’

(£)° vnpui (€155 160) (€2l 3 1)

(3.51)

e~ F2Mnt [f;r(Ek) ot (Brtung)ts _ fo (Ek) e'i(E’““")tﬂ

+t° Uiy (€] djo [€1) (2] djro [€7)

et 72t |:f;_(Ek) et (Br—pn)ta _ £ (Ex) e—;;,(Eﬁun)tz]} ,

and
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3.2. Bloch-Redfield equations

1\? o ;
- tlifgo<h) > dty ex P =PIl gon (o) x {

0
%\ 2 * AT AT !
(t ) UnkUnpg <€| dj& |§1> <§2| dj’a |§ >
e R [fJ (By) e FEmmlte — () e“’*““ﬂ

+t° Uiy (€] djo [€1) (2] djrs [€7)

et E2unt |:f;_<Ek) e~ F (Brtpn)ta _ £ (Bx) e-&-,i,(Ek—un)ta]} _

Here sgn(o) is either +1 depending on the direction of the spin,

+1 for o =7,
sen(o) = —1 for o =]

It follows that

Sgno = —sgno.

(3.52)

(3.53)

(3.54)

Rules for energy dependence We still have to present a rule for the order of the
system energies in the transition rates. In principle we have to distinguish between

terms with "+" and terms with "-"

following rules, illustrated by some examples:

as superscript. We can relate them by the

1.
D e,er ox e (P Fe)tz (3.55)
We can see that the energy F is related to the last subscript of I't and Eg, to
the third subscript of I'". This rule is also valid for X+.
2. For the "—" superscript it exists a similar rule:
S, cper 0 e (P =Bt (3.56)

Here Eg, is related to the second subscript, E¢ to the first one. This rule is also

valid for I'".
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3. Quantum transport theory and the Generalized Master Equation

Generalized Master Equation in the Bloch-Redfield form

Collecting all the previous findings, we finally find the set of coupled equations for the
matrix elements of the reduced density matrix in the Schrédinger picture:

: ] R
peer (1) = =5 (B¢ — Ber) pecr(t) = D X{
£1&2
Serer O Tdoae, Peser (V) + 066 > T nner ot (1)

+ ~ —_ ~
~Theee Pae(t) ~Toee Pae(t) (3.57)

+ 6515' Z Zgroéa& ﬁézfl (t) + 6525 Z Zglaag’ 165251 (t)

+ ~ - ~
—Yieee, Pae(t) = Xgeee, Pace (t)}-

Eventually, we can rename &; <> & in the second and fourth line of Eq. (3.57) in order
to have the same indices of the density matrix:

pee (1) = _%(EE — Ee) peer(t) = ) X{

§162

+ - + - ;
(5525’ Y Thoe T06e) Toane —Thece, — Fszf/ﬁsl) Peres (1) (3.58)

+ <5£2f’ > Slaee 066D Tgane ~ T Zézm) Peres (t)}'
Equation (3.58) can be rewritten in a closed form using the Redfield tensors:
pee (1) = — i weer peer(t) = Y <R§5’5152 + Psea&)ﬁa& (t), (3.59)
§182

where, see Eq. (3.46),

_ + - + -
R&f’ﬁlﬁz = 5526’ Z Fgaagl + 5615 Z ngaagf - F&g/g@ - F§2§'551 (3-60)

corresponds to the Redfield tensor of the theory with normal conducting leads if we
|A| — 0,
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3.2. Bloch-Redfield equations

and

— + — + — -
Peereren = et E Ytaat,, T 0tie E Y eaat — Dheree, — Zeperee, =0, (3.61)
« [e%

is the Redfield tensor which comes from the anomalous tunneling processes and is
specific for the theory with superconducting leads. It turns out, see App. B.4.2; that
the anomalous contributions are vanishing in second order.

Hence we can write the GME in a compact form, the so called Bloch-Redfield form of
the reduced density matrix:

peer(t) = —i weer pee(t) — Y Reereren Peres (). (3.62)
€162
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4. Transport through quantum dot
systems

Since Giaever’s seminal work from 1960 [11], bias spectroscopy with superconduct-
ing leads was widely used as a tool for high resolution tunneling spectroscopy [12].
More recently in 1995, a high resolution bias spectrum was measured on a single Al
nanoparticle [19]. In the last few years, modern fabrication techniques allowed for the
first time to connect quantum dot devices with superconducting leads. Measurements
were e.g. done on carbon nanotubes [12] and Cgp fullerene molecules [23].

So far, we have derived a microscopic theory of the dynamics of the reduced density
matrix (RDM) up to second order in the tunneling Hamiltonian for a quantum dot
system with superconducting leads. The last part ended with the Bloch-Redfield
form of the GME, which essentially contains all information necessary to calculate
observable quantities like the current and the differential conductance. In the following,
we will derive explicitly an expression for the current through such systems. We
illustrate this with two examples, the single quantum dot, and the double dot at the
end of this part.

Left lead Right lead

—
e

Figure 4.1.: Sketch of the transport setup. Electrons are tunneling in and out of the leads
with a certain rate depicted by arrows.

4.1. Current

In this chapter we present a universal expression for the current derived from the
second order GME in Bloch-Redfield form of the previous chapter. Before we start the
derivation, we want to recall the GME in the Bloch Redfield form Eq. (3.58). However,
now we distinguish between rates which describe processes which rise and those which
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4. Transport through quantum dot systems

lower the occupation number of the system. This distinction is emphasized by the
superscript N — N + 1:

0 = 1B - B0~ 3 {

né1€2

N—N+1 N—N-1
|:5525/ Z ((Fg_aafl)n - + (Fz_aaﬁl)n - )

[e3

_ N—N _ N—N-—

+ 5515 Z <(F€2(XQ€/)7] o + (Fﬁgaaﬁ’)n 7 1):| pgfg (t) (4'1)
N+1—-N _ N+1—>N

- <(FEL2£’E§1)7] T Cheee), ) e, ()

N—-1—-N _ N—-1—-N _
- <(F§25'ffl)n + (Pgeee, ), > ngzl(t)}

In the preceding equation we put the superscript NV to the reduced density matrix to
emphasize its block diagonal form as coherences between states with different particle
numbers vanish. To go on, we introduce a current operator whose thermal average
gives the total current:

I, = Te(1, prot)- (4.2)
Generally, the current operator in the interaction picture is defined as:

Ba(0) = ¢ 5on(0) = S5 W10, )
+1e - At (4.3)
= (t &l o (B djo (t) — 7 dj, (1) enk(,) :

Eqgs. (4.2) and (4.3) define the current in lead 7 as the change of the number of electrons
in the lead with time. It has the advantage that we are including all electronic degrees
of freedom: the number of quasiparticle excitations as well as the number of Cooper
pairs. The current operator of Eq. (4.3) differs from the tunneling Hamiltonian of
Eq. (3.16), besides the prefactor, only by a sign. Hence, we use the same perturbative
methods to evaluate it as before.

We use Eq. (3.3), expand the integration limits to infinity

) A A
Prot,1(t) = prot,1(0) — ﬁ/ dt, [HT,I(t —t2), Prot,1(t) |, (4.4)
0

and insert Eqs. (4.4) and (4.3) in Eq. (4.2). Thus the current in the Schrédinger
picture reads

60



4.1. Current

= 2 S e 000) (10 O ()~ A 0)Eir ()
S (4.5)

X (ptot,j(o) - ;,L/OOO dty |:FIT,I(t - t2),,6t0t71(t)]> U(T)(t)},

where only terms quadratic in electron creation and annihilation operators survive:

(0= (1) 5 [ a1l 000 (160001~ 802

kjo

X |:ﬁT,I(t — ta), ﬁtot,l(t)} U(T)(t)}.
(4.6)

Here we transformed the operators inside the trace from the interaction picture back
to the Schrédinger picture. We notice that, neglecting the prefactors, Eq. (4.6) has
the same structure as the first and the second block of Eq. (3.23), but with some

differences: The sign is reverted whenever we have dj[, ;(t) as the left-most operator,
and we do not sum over the lead index 7. These two blocks can be identified in the
Bloch-Redfield form of the GME. They correspond to the rates I';, with the superscript
“+“in the second line, and to the rates with the superscript ”—” in the last two lines
of Eq. (4.1). Hence, we are able to write the current in terms of rates

L0 =e 3 Trsfiae S (Mue)) ™ = (lae)) ™) et

£182 a

+ (Tgeree,

(4.7)

)N 1—-N ANfl() (1_‘,

N+1-N N1
Peye, (T eaeree ) P (t)}-

€182

Notice, that the labeling N — N + 1 is arbitrary and is equivalent to N ¥1 — N,
since we trace over all states. After reordering Eq. (4.7) and applying the trace by
summing over ¢’ = £ we can exploit the fact that

Tetieaer = Tieaere) (4.8)

and that the density matrix is a Hermitian operator, meaning that

N—-N+1 + N Nil — N—N+1 __ -+ N—N+1
Peeee = Tegee)” 7 + Togee) —2R6<(Fsslszf/) 7 ) (4.9)
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4. Transport through quantum dot systems

We finally obtain:

)me L (), - (8, ) e @

§1§ «

This is a very general result and can be applied to any transport set-up where an
arbitrary system with discrete levels is weakly coupled to superconducting leads as
well as to normal conducting leads if we send A — 0. In most cases we are interested
in the stationary current, which can be obtained by finding the stationary solution of
the GME, Eq. (4.1), and insert the result in the current, Eq. (4.10).

To close this section, we want to briefly sketch the general solution for the rates. A
detailed calculation can be found in App. B.4.2'. They read:

2T N AT
(Teeane ), = It1? 7 2 €l djo [€1) (€l djro €) D(Eger — 1) (Beyer — i),
o33’

(4.11)

2 . . _
(T2, = 1P T ST, 16 (€el dyro [€) D(Bere, — po) S (Bere, — i),

ajj’
(4.12)
where
Vm |E|
D(FE) = E| - |A 4.1
(B) = o OB~ 13) (413)
is the density of states (DOS) and
1
(B = ) = (4.14)

EBE—) 1 1’

is the Fermi function. Moreover, we introduced a short hand notation for energy
differences of the system:
Eeie, = Eey — Ee,. (4.15)

For later reference, we collect all constants and define the tunneling coupling;:

hg = h\t|2 (4.16)

h?”

2 2
!Notice that the rates have the correct dimension since {%D(E)} = [J—S%} = % Therefore the

current is given in Ampere A.
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4.1. Current

1
[hg] = [h|t|2D(E)ﬁ] = [E]. (4.17)
Thus, the current is proportional to?
€
I, 7 hg. (4.18)

2We find e/h = 0.2434 - 1073 4.

63



4. Transport through quantum dot systems

particle number energy  state

0 0 10)
1 €d |10}
2 2¢q +U |2)

Table 4.1.: Eigenstates and eigenenergies of the SD, where o =1 / | denotes the spin.

4.2. Single quantum dot

The simplest example of a quantum dot system is the single quantum dot (SD), which
we describe by the Anderson impurity model presented in Sect. 2.1:

Hgp = Zfd &Z do + U ity (4.19)

Because this model is so well investigated for normal as well as for superconducting
leads [12] [23] [19], it works well to test the theory we developed so far. Based on this
model, we can start to understand the most important mechanisms which result from
the superconducting leads. Due to its simplicity we are able to perform many calcu-
lations analytically and gain a good basis of knowledge for more sophisticated systems.

We will start to calculate the stationary current of the single quantum dot with no
magnetic field analytically. The task is to find the stationary solution of Eq. (4.1)
by inserting the eigenstates of the SD, which are listed in Tab. 4.1. We are able to
reduce the problem to the task of finding the nullspace of the following matrix, since
all non-secular contributions of Eq. (4.1) are vanishing:

£0,0 2T +Lo1 +I0,1 0 £0,0
0= proar | _ | o —T2a—Ton 0 +I 2 P14,11
P11y +I'10 0 —I'y1 —To1  +T12 P14,1)
P22 0 +I91 +T'91 —2T 02,2
(4.20

Here we used that due to the spin degeneracy of the SD Hamiltonian, the rates I" have
a spin independent structure. Consequently it is enough to define the rates with only
two indices, naturally leading to the notation

T'i0=T%,10,10,0, (4.21)
21 =T152210, -

1454
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4.2. Single quantum dot

used in Eq. (4.20).
Short calculations of the nullspace of Eq. (4.20) reveal the following stationary solu-
tions:

(p0.0) _ Toil2
0.0) stat Toili9 + 210012 + Tioler’

(Prons) . — ol : (4.22)
’ stat F01F12 + 2F10F12 + 1—W101—‘21
(p2a) . = T1ol'21
“stat To1Tg + 20002 + Tiolar’
where we already normalized the density matrix
Tr(pee) = 1. (423)
Finally, we are able to write down the current in lead 7:
N—N N—N
I”I =2e ((Foyl_;’l;é)n(p&o)stat + (F10372,T;)n(p10,10)3tat
(4.24)

- (Fﬁzggi)n(m”,la)smt N (Fé\jl_t;ﬁ«;%)n(p???)stat)'

In Eq. (4.24) we put an additional factor 2 due to spin degeneracy. This result is
completely analogous to the normal conducting case, the rates only differ when A # 0.

4.2.1. Discussion

In Fig. 4.2, we illustrate the numerical implementation of the stationary current and
the differential conductance of a SD coupled to superconducting (SC) leads at very low
temperatures. For comparison we show the normal conducting case in the same figure,
where we keep the same parameters as in the plot for SC leads, see Tab. 4.2. The
most conspicuous difference between the two cases is the gap of width of four times
the superconducting gap, 4A, which appears between the tips of the diamonds. It has
been observed many times in experiments [12,19]. In the green regions no current is
allowed to flow, this phenomena is called Coulomb blockade, due to the fact that no
more electrons can enter the dot due to Coulomb repulsion. We are able to explain
all features of the diamonds using energy conservation. The Fermi functions in the
rates which describe the increase and the decrease of the occupation number in the
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4. Transport through quantum dot systems

8 ¥ 4 \\
4
0.1 6 \
6 \// A
Y 300
* ‘ 0.05 )
= : s =
S \ =
E > / \ = E 2 200
: - || 3 )
s 4A 0 £ :
£ > o
@ / . = P ¢ \ 100 o
s 2 o 8 2 / X =
@ 0.05 “ ' °
4 P 4 \ :
y N \
-6 -6 3 \
0 5 0

| &

-100
Gate voltage [mV] Gate voltage [mV]
(a) Current as a function of the bias and gate  (b) Differential conductance as a function of

voltage of a SD coupled into superconducting  the bias and gate voltage of SD coupled to su-
leads. perconducting leads.

0.04
0.03 ea
0.02 50
s s <
E 0.01 T E &
) & ) g
£ o 3 g z
g E g 30 8
i & =
o o o
0.02 20
0.03 10
0.04
4 5 0
-5 0 5 5 0 5
Gate voltage [mV] Gate voltage [mV]

(c) Current-voltage characteristics of a SD  (d) Differential conductance as a function of
coupled to normal conducting leads. the bias and gate voltage of a SD coupled to
normal conducting leads.

Figure 4.2.: Current and differential conductance of the SIAM for SC and NC leads.
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4.2. Single quantum dot

On-site Coulomb U 4 meV
Level position €4 -2 meV
Superconducting gap A 0.6 meV
Tunneling coupling hg 0.09 peV

Thermal energy (low/high) kg7 0.01 meV (0.12K)/ 0.2 meV (2.3 K)

Table 4.2.: Parameters used for the shown plots of the SD.

quantum dot, Egs. (4.11), and (4.12), are giving the conditions for energy conservation
and hence the configuration of the voltages for which current is allowed to flow. On
top of that, we have an additional Heaviside step function which yields additional
restrictions on the voltage configuration. Specifically, the rates are proportional to:

(PO e )y o< [T (Beyer — pin)O(| Eeyer — | — |A]), (4.25)
(Ceerene n o f ™ (Beye — 1) O(|Beye — | — |A)). (4.26)

We illustrate the derivation of the voltage configuration by means of Eq. (4.25). The
function f;]“ tells us, neglecting thermal broadening, that E¢ ¢ — py, < 0; with the
additional restriction of the step function we obtain the inequality:

Beer — iy < —1A. (4.27)

The last equations contain the energy difference E¢ ¢ which is always of the form
Eny1 — En. We are able to manipulate the on-site energies of the quantum dot with
a gate voltage that enters in the energies by the transformation ¢4 — €4 + V. Thus
we introduce the abbreviation E¢, ¢ = AE + V;, where AE denotes the difference of
two energy levels and has two possible values:

1
AE =% 0l (4.28)
eq+U 1+ 2.

Besides, we use that the electrochemical potentials of the two leads are arranged due
to

Vi
fon = 10 £ L, (4.29)

where the left lead is defined with the plus.

Applying these considerations for the two rates and leads, we obtain eight inequalities
describing the transition lines in the diamonds. These are the boundaries of the regions
of constant current:
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4. Transport through quantum dot systems

N — N=+1 Lead

eV, > 2eV, + 2| Al + 2¢4 0—1 L
eV, < —2eV, — 2|A| — 2¢4 0—1 R
eV < 2eVy —2|A| + 2¢4 1—=0 L
eV, > —2eV, + 2|A| — 2¢4 1—-0 R
eV, > 2eVy +2|A| +2(eq + U) 1—2 L
eV < —2eVy —2|A| —2(eq+U) 1—2 R
eV < 2eVy —2|Al 4+ 2(eq + U) 2—-1 L
eV > —2eVy +2|A| = 2(eq+U) 2—1 R

Table 4.3.: Summary of the conditions on the voltages, under which current is allowed
to flow at kpT < |A|.

£V, > 2V, + 2|A| + 2AF, (4.30)

and

£V, <2V, — 2|A| + 2AE. (4.31)

We summarize these conditions in Tab. 4.3. Eventually, we can plot the transition
lines on top of the stability diagram of the current, see Fig. 4.3 and we find a perfect
agreement. We are able to explain the size of the gap between the two diamond tips.
Consider the transition lines from 0 — 1 and from 1 — 0 for the left lead in Tab. 4.3.
Both equations describe lines in the bias-gate voltage, V4-V, plane. They cut the V;
axis, for V; = 0, at eV}, = 2(eq — |A|)) and eV, = 2(eq + |A])). The distance between
the two cuts is 4|A|. Since both lines are parallel it is the same distance as between
the tips of the diamonds. For a full understanding of the lines in Fig. 4.3 we should
mention that we chose the on-site energies €; < 0 in the simulation, see Tab. 4.2.

For a better comparison of our simulations with experiments we plotted the current
and the differential conductance versus bias voltage for fixed gate V;, see Figs. 4.4
and 4.5, which is a so-called bias cut of Figs. 4.2 (a), and 4.2 (b). Our results are
in good qualitative agreement with many experiments, e.g. [19] which is shown in
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4.2. Single quantum dot
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Figure 4.3.: Current of SD coupled to superconducting leads at low temperatures. On top
we plotted the transition lines determined by the conditions on Tab. 4.3.
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4. Transport through quantum dot systems
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Figure 4.4.: Current vs. bias voltage for fixed gate voltage of a SD coupled to SC leads.
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Data are taken from the current voltage characteristics of Fig. 4.2. In (a) we
additionally plotted the current for the normal conducting case (blue line).



4.2. Single quantum dot

100

di/dV [e%/h]

oﬁL\W —

-5

0
Bias voltage [mV]
(a) Gate voltage Vy = 0.4341 mV.

di/dV [e%/h]

AR —

0
Bias voltage [mV]

(b) Gate voltage Vg = 2.0740 mV.

Figure 4.5.: Differential conductance vs. bias voltage for fixed gate of a SD coupled to SC
leads. Data are taken from the simulations of Fig. 4.2(b).
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Figure 4.6.: Comparison of the differential conductance of a device coupled to supercon-
ducting leads (black line) with the one of a normal conducting device.

Fig. 4.7. These measurements were done for an Al nanoparticle which has discrete
well-separated levels at 320 mK. We can clearly see the same step like behavior of the
current where the gap edges of the DOS are reflected. Also the differential conductance
shows the same behavior as our simulations, where the sharp peaks are characteristic.
Another experiment was done by Grove-Rasmussen et al. [12], see Fig. 4.8, where
low-temperature transport through carbon nanotube quantum dots in the Coulomb
blockade regime coupled to niobium-based superconducting leads was studied. In Fig.
4.8 (a) we see conductance measurements which reveal a gap of magnitude 4|A|[, in Fig.
4.8 (d) we see again the typical behavior of the differential conductance. Finally, we
have to mention that spectroscopic features of a device coupled to SC leads are sharper
compared to the normal conducting case. In Fig. 4.6 we compare the differential
conductance of the SC case with the NC case and we observe higher peaks for SC.

Thermal effects

So far, we investigated the voltage dependence of the current at low temperatures. If
we increase the temperature by a factor 20, we can see additional lines in the stability
diagram of the differential conductance, shown in Fig. 4.10. This additional lines
are due to thermal broadening of the Fermi function, meaning that quasiparticles
get thermally excited. In Fig. 4.11 we illustrate this mechanism, where we plot the
product of the Fermi function with the DOS, both for low and for high temperatures,
as such products appear in the transition rates, Eqs. (4.11), (4.12). In Fig. 4.11
(d) one can see an additional peak which appear due to thermal broadening of the
Fermi function. This effect is relevant for temperatures which are comparable with
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4.2. Single quantum dot
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(b) Tunneling current via one electronic state at 30 mK for
normal and superconducting leads.

Figure 4.7.: Typical measurements for the current and differential conductance of an Al
nanoparticle, Figures are taken form Ralph et al. [19]. One can see the good
qualitative agreement with our simulations. Copyright (1994) by The Ameri-
can Physical Society
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Figure 4.8.: (a) Bias spectroscopy of a SWCNT coupled to superconducting leads [12]. (b)
Bias cut of (a); conductance peaks are in good qualitative agreement with
the simulations of Fig. 4.5. [12] Copyright (2009) by The American Physical
Society
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4.2. Single quantum dot
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Figure 4.9.: Current and Differential Conductance of a SD coupled to normal conducting
leads at high temperatures.
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Figure 4.10.: Current and Differential conductance of a SD coupled to superconducting
leads at high temperatures. The additional lines in the differential conduc-
tance are due to thermal excited quasiparticles.
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4.2. Single quantum dot

Figure 4.11.: In figures (a) and (c) we depicted the DOS (black line) and the Fermi function
(blue line) at low and at high temperatures. Figures (b) and (d) show the
product of both. In figure (d) one can see an additional peak due to thermal
broadening.
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4. Transport through quantum dot systems

the superconducting gap, kgT < A. This leads to the additional lines in the green
area with almost no effect on the current. They, in fact, do not lead to additional steps
but rather give a small peak, which is better visible in the differential conductance. In
Fig. 4.12 we illustrate again a bias cut through the stability diagrams of the current
and the differential conductance for two different gate voltages, where we can see the
additional peaks mentioned before. Especially, in the bias cuts of the current we
see that the thermal contributions do not lead to additional steps for increasing bias
voltage. Nevertheless, we see the small peak mentioned before.

We want to close this section by mentioning the extremely high resolution of transport
set-ups with superconducting leads. This is due to the peaked gap edges of the density
of states. This effect leads to almost no thermal broadening of both, the current,
and the differential conductance. Thus it is apparent that bias spectroscopy with
superconducting leads reveals a better resolution even at higher temperatures, see
Figs. 4.14 and 4.13.
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Figure 4.12.: Current and differential conductance vs bias voltage for fixed gate V;, = 0.4341
mV.
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Figure 4.13.: Current and differential conductance vs bias voltage for fixed gate V;, = 2.0740
mV.
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Figure 4.14.: Comparison of the differential conductance for normal (blue line) and super-
conducting leads (black line) at high temperatures for gate voltage V; = 0.431
mV. One can see the extreme thermal broadening in the normal conducting
case. In the superconducting case, in contrast, the differential conductance
remains sharply peaked.
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4. Transport through quantum dot systems

®
®

Figure 4.15.: Sketch of a quantum double dot (DD) between two leads. The arrows are
indicating electron tunneling from the leads to the system and between the
Left and the Right dot. Where we use the convention that the left lead is
defined as the source.
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4.3. Quantum Double Dot

In the last section we investigated the properties of a single quantum dot described
by the single impurity Anderson model extensively and gained a good understanding
about the basic physics resulting from the superconducting leads. Now we want to
apply our theory to a more demanding system the quantum double dot (DD), sketched
in Fig. 4.15. We are using a model where electrons can tunnel to both sites of the DD
with the same probability and between the two sites. These transitions are illustrated
as arrows in the figure.

The DD is described by a modified version of the Pariser-Parr-Pople Hamiltonian,
introduced in Sect. 2.1. In this section we simplify the model Hamiltonian of Eq. (2.6),
by choosing the on-site energies, and the on-site Coulomb interaction site-independent
it reads:

Hop = 3 ol don Y (bl dn 7 d), A
ae{L,R} g
celtl] (4.32)

+ 3 Ulbat = 3) (e — ) + V(i = 1) (o~ 1).

We are able to implement the transport equations numerically in the same way as for
the single dot. In Fig. 4.16 we showed the high temperature case of the bias voltage
characteristics of the current and the differential conductance of a DD coupled to
normal conducting leads. Like in the example of a single dot, we can observe Coulomb
blockade in the green area. In the following, we will see what happens if we apply
superconducting leads to that system. We distinguish again between the high and
the low temperature cases, because we expect additional lines due to thermal effects
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4.3. Quantum Double Dot

On-site Coulomb U 4 meV
Inter-site Coulomb Vv 3 meV
On-site energy €o 0 meV
Inter-dot tunneling b —0.6 meV
Tunneling coupling hg 0.04peV
Superconducting gap |A| 0.6 meV

Thermal energy (low/high) kg7 0.01 meV /0.1 meV

Table 4.4.: Parameters used for the shown plots of the DD.

for the same reasons as in the last section. In Fig. 4.17 we depicted the current
and the differential conductance of a DD coupled to superconducting leads for low
temperatures, where we put the corresponding occupation number in the differential
conductance plot. Analog to the last section, we are able to explain the lines appearing
in the stability diagrams using Egs. (4.30), and 4.31, where we only have to substitute
the energy difference AFE.

In Fig. 4.18 and Fig. 4.19 we show the high temperature case for the DD, where we
use the same temperature as in Fig. 4.16. We choose a smaller superconducting gap
than before, |A| = 0.2 meV, in order to show the thermal influence in the DD. We
want to emphasize that due to the gap edges of the BCS density of states we obtain
very sharp lines in the differential conductance which remain highly resolved even at
high temperatures.

To close this section we like to demonstrate the high resolution spectroscopy, which is
caused by the superconducting leads. As already mentioned before, we should see this
effect in the vicinity of transition lines which lie close together, caused for example by a
small Zeeman term. Thus we investigate a bias cut for a DD system where we apply a
magnetic field B of order kgT for both superconducting and normal conducting leads,
compare Fig. 4.20. We can see that for normal conducting leads, thermal broadening
diminishes the influence of the magnetic field. For superconducting leads, in contrast,
we can clearly see the separation of the two peaks due to Zeeman splitting and which
have the correct distance 4 pug|B].
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Figure 4.16.: Current (a) and differential conductance ((b)) of a quantum double dot cou-
pled to normal conducting leads at high temperatures.
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Figure 4.17.: Current (a) and differential conductance (b) of a DD coupled to superconduct-
ing leads at low temperatures. The numbers in the differential conductance
label the occupation number of the system.
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4. Transport through quantum dot systems
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Figure 4.18.: Current at high temperatures in the region of two, one, and zero particle
occupation. We choose a superconducting gap of |A| = 0.2 meV and the
thermal energy of k7T = 0.1 meV.
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Figure 4.19.: Differential conductance plot in the same region as in Fig. 4.18. We choose a
superconducting gap of |[A| = 0.2 meV and the thermal energy of kT = 0.1
meV. We observe additional lines which come from thermal broadening.
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Figure 4.20.: Bias cuts at V; = 12.7936 meV through the current and differential conduc-
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tance of the quantum double dot at high temperatures and with a tiny mag-
netic field. (a) shows the comparison of the SC and the NC case, where we
can see the high resolution of the superconducting leads. In (b) we depicted
the differential conductance of SC and in (c) the one of NC leads.



5. Conclusion

In this thesis we systematically developed a transport theory for nanostructures cou-
pled to superconducting leads and derived the General Master Equation up to second
order in the tunneling Hamiltonian. In order to introduce the superconducting leads,
we diagonalized the lead Hamiltonian in Sect. 2.2 with a modified version of the Bo-
goliubov transformation, as introduced by Josephson [15]. We transformed electrons
into a combination of quasiparticle excitations of the Cooper pair condensate, and
Cooper pairs. It became apparent that the analytical expression of the Cooper pair
creation and annihilation operators is crucial for this work. Josephson [15], however,
used a representation for the Cooper pair operators which is not adequate for our
purpose. Thus we derived the Cooper pair operators explicitly in Sect. 2.3, by rewrit-
ing the BCS ground state as a coherent superposition of states with a fixed number
of Cooper pairs. Having replaced the Cooper pair operators in the transformation,
we showed in Sect. 2.4, that the transformation still suffices the requirements of a
unitary transformation and that it conserves the total electron number. Furthermore,
it turned out that when computing thermodynamic expectation values, we must not
only treat fermionic quasiparticles alone, but also a combination of quasiparticles with
Cooper pairs. Since the statistic of these combinations is not obvious, we investigated
the thermodynamic properties of superconductors on a microscopic level in Sect. 2.5.
Eventually in Chap. 3 we derived the General Master Equation, which is generalized
in the Bloch-Redfield form. In contrast to theories considering normal conducting
leads we found that thermodynamic averages containing two electron operators are not
vanishing. Consequently, these “anomalous” contributions lead to additional transition
rates, which in second order in the tunneling Hamiltonian are found to be equal to
zero after evaluating them explicitly. Hence, by setting the superconducting gap equal
to zero we get the same master equation as in the normal conducting case .

In Chap. 4 we calculated the current in general and applied the theory on two sys-
tems, the single, and the double quantum dot. By numerically implementing the trans-
port equations in the stationary limit, we obtained current-voltage characteristics and
stability diagrams of the differential conductance. We found the same conspicuous
features as the experiments, like the spacing of the diamond tips of four times the su-
perconducting gap, and negative differential conductance. We are able to explain the
gap by using energy conservation. On top of that, we noticed an effect resulting from
the thermal broadening of the Fermi function. This broadening causes additional lines
in the stability diagrams, when the temperature is comparable with the superconduct-
ing gap. We interpret those lines originating from thermally excited quasiparticles.
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5. Conclusion

With the experience gained from the single dot, we investigated the transport proper-
ties of the second, more advanced system, the quantum double dot. Again, we found
the stability diagrams and observed high resolution images, resulting from the peaked
gap edges of the BCS density of states. We demonstrated that the high resolution
is even present at high temperatures by applying a small magnetic field. This leads
to a Zeeman splitting of the transition lines. In the case of normal conducting leads,
thermal broadening of the conductance peaks diminishes the Zeeman effect for small
fields. For superconducting leads, however, the additional peaks are still visible.

5.1. Outlook

Summarizing the results, we developed a microscopic theory, which describes tunneling
between nanostructures coupled to superconducting electrodes in general and can be
extended to higher orders in perturbation theory. We expect that in fourth order
perturbation theory we are able to describe higher order effects like Andreev reflection
[9] or supercurrent reversal [21]. Another promising application of superconducting
contacts are so called Cooper pair beam splitters, which have been demonstrated
independently by L. Hofstetter et al. [14] and L. G. Herrmann et al. [13]. Both used a
quantum double dot, connected to two normal conducting, and one superconducting
contact. These devices are operating as Cooper pair beam splitters: Cooper pairs
split into two electrons, which then tunneling to different electrodes. As Cooper pairs
have been proposed as a source of natural entanglement this opens a route towards
application in quantum information processing.
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A. Basic concepts of
superconductive tunneling

A.1. Diagonalization of the lead Hamiltonian

In this section we present the diagonalization the lead Hamiltonian, Eq. (2.21), in
detail. As already explained in Sect. 2.2 we rewrite the electron operators using the
Bogoliubov transformation Eqgs. (2.22) and (2.23).

Hyp = Z §k 620 Cho
%

I A ol . R I 4
_Z(Ak CLTCLM’S-FA;@S Copy Cror —Ag <CLTCT,]€¢ S>) + uN.
k

We start with the kinetic part

E &k é;rw Cho
ko

where & is quadratic in k, see Sect. 2.1.2; thus it is invariant under k& < —k. Hence
we can write

Y el o= G (GLT ek ety é—m), (A.2)
ko

ko
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A. Basic concepts of superconductive tunneling

D el ko =
ko
N wal 4 * 2 & 2
= Zﬁk{(uk Aho +0i 8" A k1) (ui o +or SA 1)+
k

«al 2 < & 2 * ~
+ (—vi 8" ko +un A1) (o S ko +ui A } (A.3)

The next step is to express the pair interaction part of Eq. (2.21) in terms of bogoli-
ubons:

& At o~ ot A .
— Z(Ak SCLTCT—k,L +AkS CLLCZT>
k

== 3|88y 40253 (o8 Ao+ 3L
k

* f < * 2 * 2 &~
+AS (_“kSVLo +ug Y1) (uh Ao +k SVT_M)
& xaf «af * &\ 2T 2
=_ ZK_A’“ Supv, S —ALS viuy S> Vo Vro (A.4)
k
+ (Ak Svfuy, gf +Aj §' VU S) A k1 fyikl
&2 «al 2aa) st ot
+ AkSU,k_AkS UkSS ’)/ko"}/ikl
ot

+Azsaif)&_mam}

Note that we still have to rewrite Ay and A} in terms of bogoliubons and Cooper pair
operators, as they contain the self-consistent mean-field average:

at . ~
Ay =— E Vi (S ¢y Cip) s (A.5)
1
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A.1. Diagonalization of the lead Hamiltonian

— Z Vi <éer éJr_u S> . (A.6)
l

To keep things short, we calculate the average separately. Basically the transformation
is done in Eq. (A.4):

(8" e pyen) = (8

Af A
= _Ukvk (S SVko Yro) + URVk <S SH _ ol k1)

I A a2 al . N
— i <S SS’VkO'Y—k1>+(uk) (S Y_k1Yko) >
N— — | —

=0 =0

(—vk S’AYLO +UZ A_11) (Uk Fro +0% S’AYT—k1)>

= (S C_gy Crp) = upuy (— (Ao Ax0) + i @T_m) : (A7)

and

(@l et 4, §) = uiof (— (o o) + (3 af_m) - (A8)

As we will see later, all contributions off-diagonal in bogoliubons are vanishing in the
average so that the A’s are becoming complex numbers:

Z Viku] Ul( %0 Yio) + V-t WT_11>) ) (A.9)

ZVklUlvl < 710 Yi0) + Y- ’AYT_11>> . (A.10)

Collecting all the previous results, we can write down the mean-field Hamiltonian
expressed in bogoliubon and Cooper pair operators:
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FI]\/IF =
=Y {& (luxl® = |vrl®) + Aviur + Afvrui } (o Aro + 310 A-p1)
k

+ Z{2fkukvk — A w4 8507 184104 (A11)

%
% ok * * * ot o ~
+ Z{2fkvk“k — Aj(up)? + M) 1S Ak ro
%

+ > {28klonl? + A ey 6T, S) — (Apvfuk + Ajveui) } + 1l
k

The purpose of the transformation was to diagonalize the Hamiltonian. Thus we define
the eigenenergies of the Hamiltonian as the prefactor of the diagonal contributions,
that is first line of Eq. (A.11)

€, = & (Jukl® — [vl?) + Apviur + Afvgug (A.12)

and demand that the off-diagonal contributions must vanish:

ZU]% + 2§kukvk — Ak ’U,% ; 0, (A13)
A(v5)? + 28v5us — AL(up)> = 0. (A.14)
Multiplying Eq. (A.13) with A} /uf and Eq. (A.14) with Ay /(u})?, we obtain two
quadratic equations:
Ao\’ A
< k”’“) +2§k( k“’“) — A2 £ 0, (A.15)
Uk U
Agvp\? Ayvi
( ’“f’“) 426, =% A2 0. (A.16)
Uy, Uy,
According to Egs. (A.9) and (A.10), Ay and A} are just complex numbers a so that

it is simple to solve:

AZ’U}C

= —fk + fz + |Ak|2 s (A].?)
U,
Apvs
% = =& £1/& + A2, (A.18)
k

Since the right hand sides of Eqgs. (A.17) and (A.18) are real, it follows that the
left hand sides are real quantities and we can choose complex phases of Ay, v, etc.
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A.1. Diagonalization of the lead Hamiltonian

arbitrarily, provided in a way they are canceling. Our convention is that vy and Ay
have the same phase ® and we choose u; to be real. Furthermore, we choose the plus
sign on the right hand side because the moduli of quantities on the left are positive,
meaning that the right hand side has to be positive.
The reason for that is that the phase factors are canceling and only moduli are re-
maining on the left, therefore the right hand side has to be positive too.
Summarizing we obtain:

Ak'l}z szk

o =——=E— &, (A.19)
Up Uk

where we defined

Ep =/ + A2 >0. (A.20)

Using Eq. (A.19), we can rewrite the eigenenergies, Eq. (A.12), of the Hamiltonian

A;’;l}k

2 2 sz 2 2
€ = &k (lunl® — Jvrl?) + o |lug|” + |ug|
k

= 5k(|uk|2 - |’Uk|2) + 2 (—fk + Ek)|Uk|2 (A.21)
= —& (lugl® + |vi|?) +2Ex |ug|*.
—
=1

As mentioned above, we are free to choose the coefficients u, and vy as long as they
fulfill Eq. (2.24). Thus we set

1 &k
=4/=-(1+—=— A .22
w51 ) -
and
_ o |1 &k

= —(1-—- = A2
v =€y /5 ) (A.23)
= |&, =FE; = 5,% + |Ak-|2. (A24)

By now we have worked out all terms of Eq. (A.11) beside the second last one. It is
operator independent and we can use the results of Eqs. (A.19), (A.22), and (A.23)
to write:
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Ea =Y {2&vl* — (Awvjur + Ajvgup) + Ay (¢, ¢, )}
k

Ak’l)* A*’Uk A
— 26, v 2 k U 2 k U 2—|—A éT éT S
Ek:{ &k || u | " |k k(i el S)}

= 2{2&\%\2 - 2|Uk|2(Ek — Sk) + Ag <‘A311T ‘ET—m S>}
k
= Z{?fk — Ek 1 — fi) + Ag <CkTCT kL S>}

= Z{gk — B+ Ay <Cm éT—Iw S>}

k

Here

Ay <CL¢C k¢ ZVmulvl( 710’710> @uﬁf_u))x
(A.25)

X URUy (‘ @Lo ko) + (Y—k1 '?T—kl>)

is a real number because all phases are canceling out and the averages are Fermi
functions. So, we figured out that

Eg=> {& — Ex+ Mg (0, S)} (A.26)
k
is just a real constant and gives an offset in energy, sometimes referred to as the ground
state energy of the Cooper pair condensate.
Finally, we diagonalized the mean field Hamiltonian

Hyp = Z Ey ’AYET Yur +Ec + uN. (A.27)
kT
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A.2. Expectation value of the number operator

In this section we investigate the expectation value of the number operator with respect
to the BCS ground state, which should be independent of the chosen basis.

A.2.1. The electron representation

First of all we use for the BCS ground state the representation of Eq. (2.30)

GS) = [[(w +wielely) o). (A.28)
l

Hence we have

(GS| N |GS) = (GS| Y el s |GS)

ko
= (2| H uf v Eoy ) Z(CLT G+ 8y ém) [T +oréliely) o)
k 14
= ZH H ®| uk +Uzé—klékT) éLTékT(uk +U’fé£Téik¢)x

k 1#kU#k

(A.29)
X (uZ‘ + Ul* C_yy élT) (Ul’ + vy C;r'TC " ) |2)

+3 IT I (@l (urp + vtpéry eonp) el eny (uon +vopel ypef)) x

k l#£—klU#—k

x (u +of ey ) (wr +or ey ely,)) |2)

It is important to notice that we can separate terms with [,{’ # +k from terms with
[,I' = +k. The products with [ # k have always an even number of electron operators
and therefore commute with operators with quantum number k. So it is enough to
show the action of terms with momentum +k on |@) and we end up calculating

(@I (uf, + 07 ey ery) ey ap (un +vr el ety )) 12)
= (2] {|uk|2 &y up Howl? eopy Gy ey e efyel 4 (A.30)
+ vtk €y Chr CL¢ Crt Hug R CLT Crkt CLT ¢ ki} 19),

and
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A. Basic concepts of superconductive tunneling

(2| (U*—k + v, Cry éfkT) éITcJ, Cry (u,k +v_g éjr_kT (AZLL) |2)
= (2| {|uk|2 62¢ Cy Hv—k|? Ery Eopp éch¢ Cry (A?T_M éh-l- (A.31)

+ u*_kv_k (AJLJ' (Aiki éJr_kT éLi +viku_k éki (Aj_kT é;zi é[w} |@> .

It is obvious that all terms with an annihilation operator at the end or with a creator
at the first place give zero. Consequently, the only non-zero terms read:

|0k (@] & Erp &y eny ey Ty @)
= [vel? (@] ek (1 — &l enr) (1 — ey enp) €y @) (A.32)
= |vk|27

and

lv_k]? (@ &y éfméhéméf_m éh |2)
= |’U,k|2 <®| éfkT(]- — 6;& é[w) (]. — (AZLL ék¢) (AJ]L_kT ‘@) (A33)
= |U_]€|2.

Inserting them in Eq. (A.29) and changing (k <+ —k), we obtain the expectation
values of the total electron number operator with respect to the BCS-ground state

(N) =2 [ue]”. (A.34)
k

A.2.2. The quasiparticle representation

After applying the Bogoliubov transformation the ground state expectation value read:

(GS| N |GS)

= 37(GS| (ur 3L, +sgno vi A4 ST x
ko

X (U Apo 5800 Vg S&L@) |GS)
(A.35)

. R R At a .
- Y (a8 {|uk|27,ta So Hr2 440 87847
ko

t &x N af o
+sgn o ugvg fy,tg S’yT_k& +8gN0 URVLE Y _pz S “qu} |GS) .
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A.2. Expectation value of the number operator

As an annihilator acts on its ground state, the first term is zero and we are left with

(GS| N |GS)

. At ax
_ Z{W (@815 §' 851, [GS)
ko

+ sgno ugvy (GS] &LJ é’yik& |GS)

(A.36)
s e (G819 4,8 30, 65)}
= Z 2|Uk|2.

k

where we used the relation
§fg—1, (A.37)

and find that the last two terms must be zero for every k:

(GS| 4], 5411, 1GS) =0, (A.38)
(GS[ 445§ 44 GS) £ 0. (A.39)
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A.3. Normalization of the Cooper pair state

In this section, we rewrite the normalization A of Sect. 2.3, by using the relation |1, p.
375]:

2n

T
which is the modified Bessel function of first kind. It turns out that
-2 a%n
NZE=D e = = Iy(2a1). (A.41)

Furthermore, we calculate of a; using the density of states from App. (B.3) !

-y bl
— Juy?
Vm
21wh2

£ |vg|®
B2 _ \A|2 |ug|?

_Vm °°dE<E\/E2|A2>
- 2
27Th |A| E+ /E27|A‘2
o a2 ((E VE - |A|2>2> (442
T Jiar B2 AP AP

Vm > x 2
Vs [ (o)

o [ )
= Caia[p(G Va1 - B - Ve

dE O(|E| - |A])

3

where V is the volume of the superconductor and m is the electron mass.
We have to examine the limes of x — oo of the previous result, thus we reorder the
terms and Taylor expand the square roots:

INote: see e.g. Gradshteyn Table of Integrals 6th edition p. 92: fdx\/% = (% + %)\/xQ —1
re—a
andfd:cm: 2 —1.
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A.3. Normalization of the Cooper pair state

lim B:ﬁ\/ 2 —-1-— gx?’ + 1\/ z2 — 1}

M—ro00 3 3 =M
2, 1, 2.4 1 A4
~ 2 30 _ 28 L b 43
A}lgloo[?)x (1 2302) 3% + 3x(1 2952)L—M ( )
. 1
“ g =

Inserting the lower integration limit in Eq. (A.42) yields

4Vm
=-——|A| A44
0/1 3 7Th2 ‘ | ( )
With this result we found a different expression for the normalization factor:
2n
9 aj 8§Vm
N §n (n')g 0( a‘l) 0 (3 h2 | |> ( 5)

Notice that for macroscopic systems V' — oo; as Ip(z) grows fast with increasing «,
N? decreases with increasing z.
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B.1. Time evolution of the lead operators

The purpose of this section is to calculate the time evolution of the Bogoliubov quasi-
particles and of the Cooper pairs, which is governed by the lead Hamiltonian. We
start with the Cooper pair operators. Here we get the expression

0 ot ira oot Qe ot i oot
which leads to
At +Lout at
S;(t) =eTr* S (B.2)
and
Si(t) = e w2t §, (B.3)

where we used the commutation relations of Sect. 2.3.3. The next step is to calculate
the time evolution of the bogoliubons, whereby we can again use the relation:

0 . 1 )
a1 Ao (1) = 5 [Hp, A s ()] (B.4)

To simplify the calculation we split the lead Hamiltonian into

Z Eq [’717‘17' ,3/77117'7 ’?Lko,l(t)] = Ek ’S/:rﬂca',f(t) (B5)

qT

and

[N AL o1 ()] (B.6)

The last commutator must be calculated carefully, because we did not include N in the
diagonalization procedure of the lead Hamiltonian and kept it as N = D ko é,Tw Cho
In this way we keep the number operator composed of electron operators and rather
transform the bogoliubon operators back using the inverse Bogoliubov transformation
of Egs. (2.71) and (2.72):
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B. Quantum transport theory

=uy é;rm +sgnovj, §f C_ksz —sgno vy 2 §f C ks
ot
rynk(r
We find:
G oAt 1 st
[N’ fyko'] - ’ynkra
and

I:N7;yk0'} = _’?ka .

Finally, we obtain for the time evolution of the bogoliubons:

3 o1 () = eR Bt 51

Yko,1(t) = e~ 7 (Brtn)t Ho

which is in perfect agreement with Josephson [15].

108

(B.7)

(B.10)

(B.11)



B.2. Trace over lead degrees of freedom

B.2. Trace over lead degrees of freedom

In Chapter 3 we perform the trace over the electronic degrees of freedom of the leads,
where we have to express the electron operators with the Bogoliubov transformation
in terms of bogoliubons and Cooper pairs. In the following we present the calculation
of these traces. We start with the normal contributions:

. £ af
Ty, ((unk 3 o () + sgn 0 005 3o (0 S1 (D) ¢

X (U;/k/ ’?n’k/o’ (tl) + Sgn 0', ’Un/k/ Sn/ (t/) "S/j:]/_k:/&/ (t/))pL)

A N . i ¢ B.12
= 677”'6kk' 60(7' { |’U,77k|2 TrL (ry:rﬂco' ’Ynko pL)e+h (Ek—hu)(t t ) ( )

+ ol Trn (3o 37 i ﬁL)e_%(Ek'*‘u)(t—t')e—i-gQu(t—t’)}
= 67777'6kk’600’ X
- {|unk2 ;(Ek)ﬁ%(EH”)(t*t,) + |vnk|2fn(Ek)e%(Ek#)(tt’)},
where we used the time evolution of the operators, derived in App. B.1 and that

§'s=1.
Analogously we find

Trr, (énka (t) é:;’k’g/(tl)ﬁL) = Oy Ok 0557 X
| , (B.13)
* {Iunﬁf(Ek)e%(E”W(“ )+ |vnk|2f+<Ek>e+“E’°’”(”/)}'

If we exchange ¢ < ¢ in the two traces, we see that only the sign in the exponentials
changes:

e~ # Ertp)(t—t) 10U L (Bt (t—t) (B.14)
Next we calculate the traces where two electron creation or annihilation operators

appear. For normal conducting leads these traces are vanishing, but in the supercon-
ducting case we get a finite contribution. The “anomalous” traces read:
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B. Quantum transport theory

’I‘rL <éj7k0' (t) éj]’k’a’ (t/)ﬁL>
. £ af
Ty <<unk 3 o (1) + 580000 5o (0 81 (6)) %

N N af R
X (Un/k/ "}/I],k/o./ (t/) + Sgn O'l 'U;;/k/ "}/n/_k/a./ (t/) Sn/ (t/))pL>

/ S N N i(E t—t’ Lot
= sgn o’ uypv, TrL (73;1@0 Yoy k57 pL)e+ﬁ( ) (=t ot 520

3 A 5\~ (E t—t') +E2ut
+ Sgnav;kun/k/ Try, ('771—166 FYL’k’U’ PL)E i (Bt ( )6+h Iz

i _ i Y oy (t—t
= Oy Ok— k0557 v;kunke+h2“t{sgnafn+(Ek) et i (Betp)(t—t) o= 5 2p(t—t")

+sgno f, (Ex) e_é(E’“*”)(t‘tl)}.

Using that sgn 6 = —sgn o we obtain:

Try, (é;ka (t) é:f?/k,o/ (t')ﬁL) = Oy Ok—k' Ot v;kunke"‘%%t sgn o x
% {fn— (Ep,) e~ Brtmt=t) _ f;(Ek)e%(Ek—u)(t—t')},

Eventually, we are left with one trace, namely:

Try, (énka(t) Cykor (tl)ﬁL>
= o1 ( (05 gt () + 5800 030883y (0)

X ('U/;;/k/ ’Ay’ﬂ/ktla'/ (t/) + Sgn 0'/ 'Un'k;/ Sn' (t/) ﬁ/j]’fk’ﬁ" (tl))ﬁL) .

Performing essentially the same steps as in the last calculation we get:

Try, (énkg(t) Corkor (t’)ﬁL> = Oy Ok— k' 055 Uyyj Uk SEN O PR

% {f:(Ek)eJrfi(E”“)(t_t/) _ f—(Ek)e—g(Ek—u)(t—t/)}.
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B.2. Trace over lead degrees of freedom

The exchange of ¢ <+ t' in the last two traces is more difficult than in the first two ones;
this is due to the time dependence of the Cooper pair operators. For the "anomalous"
traces we have to change the sign of the exponential and of the chemical potential
simultaneously, for instance:

ot i (Brtu)(t—t') 1ot e*%(Ek*#)(t*t')’ (B.19)

such that

Try (6nk0(t/) Cokror (ﬂﬁL) = Oy Ok—ks Ot Unpp U SE T € H 2
_ | (B.20)
X {f;r(Ek)e%(Eku)(tt') _ f(Ek)e+;L(Ek+u)(tt/)}.
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B. Quantum transport theory

B.3. Density of states

In this section we derive the density of states of the superconducting leads, which is
important to evaluate the sum over the wave vectors of the lead electrons. We want
to consider the following transformation

> = /Oo dE D(E), (B.21)
k? —0o0
where D(F) is formally defined as:
D(E) = Dq(E) =Y _6(E — E(k)). (B.22)
k

In this definition of the density of states, d denotes the dimension of the wave vectors
k. so that L% = V is the volume of the contact.
Now we take the continuum limit of the wave vectors &, transform

d = / d, (B.23)
k

and rewrite the integral over wave vectors into an integral over energies, by using the
dispersion relation

2112 2
E(k) = Ey = \/ (’Z'jj - u) NN ENCTN (B.24)

The exact form of D(E) crucially depends on the dimension d of the leads. Neverthe-
less, in all cases we have to get rid of the integral over |k| in the density of states by
using

1%
Pk

o(k — k(E)
ok
where
OB(k)| _ |0Bw 08| _m|l B (B.26)
ok 0¢, Ok n2 1k \/E?Z —]A2| ’

In the following we list the density of states for dimension 1D, 2D and 3D. Note that
the integration of the delta distributions leads to the Heaviside step functions, that
means the integral collects only real and positive k’s.

The one dimensional density of states reads:
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Vim [ dk
h2 2m

E 1

= kG

Dy(E) =

~ K(E)).

So

E 1

VI —1AF HE)

Vm
N

Dy (E)

]@uE N (B.27)

where

(B.28)

k(E){@(Mw)é.

The two dimensional density of states reads:

Vm d*k
DAE) =57 | e
_m [Tk

o h2 0 2

,/Ei |A|2llc‘ 5(k - ME))
\/E2b17|A|2 ki‘ 5(k - k(E)),

E
/E?Z — A2

Finally, we find for the three dimensional density of states:

Vm [ &k E 1‘5(k_k(E)>

D) = %5 | Gap JET ARk
(k- k)

 Vm 4x /°° E K
0
O(|E| - |A]). (B.30)

Vm

Dy (E) = 2mh?

O(|E| - |Al). (B.29)

A El—=
JE? —|AR k

R (2n)
E

/E2 — A2

The density of states in all dimensions have the correct units as can be checked easily!.

1 Vm

Dy= -1
37 op2 p2

k(E)

1 The dimension of the prefactor are:

2| s

In the one dimensional case the dimensional analysis leads to:

[m} ke (B.31)
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Vm 1 kg m? 1
~— = ==, B.32
{ h2 k:(E)} J2s2 J ( )
in two dimensions it reads:
Vm kg m? 1
il =, B.33
{ h2 } J2s2 J ( )
and in three dimensions it is:
Vm kg m3 1
—k(E)| = = —. B.34
{ h2 ( )] J22m  J ( )
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B.4. Transition rates

In the following, we list the transition rates defined in Chap. 4.1. The idea was to split
the rates I't and =% of Eqs. (3.49), (3.50), (3.51) and (3.52), into two parts, depending
on the position of the system creation and annihilation operators. For instance:

+ o + N—N+1 4 N—N-1
Teciee = (Teee0e) + (T, e0er) (B.35)
The rates for the normal processes are:
+ N—=N+1 1\? 9 N At ,
(Téercae)y ={z) M D (Eldje &) (&l dji, €7) x
nkojj’
/ dts e%Eslgztz {|unk|2fn+(Ek) et i (Brtin)te + ‘Unk|2f;(Ek) e~ % (Br—tin)t2 ,
0
(B.36)

—N-— 1\2 A N ,
Chse)y ™ = (3) 12 X (614, 6) (@ldy i)

n
nkojj’

& i i i
/ itz eFFeet hunkIan(Ek) em BBt g P (By) e R i)tz
0

(B.37)
2
(Fg_glgzg')nN%NH = (;) |t[? Z (€l djro €1) <fz|€1§g €7
nkojj’
/°° dts et Beietz |:|u,7k|2f;r(Ek) e~ 7 (Brtun)ts 4 ‘vnk|2f;(Ek) et i (Br—pn)ts 7
i (B.38)

2
_ NoN-1 1 At N
Cise)y ™ = (3) 1 X (6116 tel k)
nkojj’ (B.39)
[ e el (B e E B g (1) R B
0

The rates for the anomalous processes read:
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.t AT AT .
NN = dim e ST (€ [6) (€] ) 1€) sen(0) vgserx
nkajj’ (B.40)
/0 dto erBerets =it {f;r(Ek) et 7 (Bxtpn)ta _ £ (Ex) 6_%(Ek_ll«n)t2:|7

)N—}N—l 2

.t N N .
" = lim -5 Z (€l djo 161) (€2l djra [€') sgn(o) vk X
nkojy’ (B.41)

%)

LRt Loyt L(Bp—pn)t - — 5 (Brtpun)t
/ dty ene'e"? et 72km |:f;(Ek) 6+ﬁ( k N1)27fn (Ek)e 7 (Brtpn)ts ,
0

(22_51525’

2
N N41 .t ~t ~t .
), = Jim (hz) > (€ldjslén) (€l djip €) sen(o) vyrugy
nkajj’ (B.42)

S , , .
/O dto enPeetz o= 72unt |:f;'_(Ek) e~ F (Br—pn)tz _ fn_(Ek) e+r;(Ek+Mn)t2],

(25_51525'

(Ze,

N—N-1
551525')

. ; - \
n - tlggo h2 Z (€l djo |€1) (&2l djra [€) sen(o)vy,unk
. nkojj! (B.43)
/0 dto et Beactz ot 52unt [f;(Ek) e # (Brtun)tz _ o (Ex) et (Br—pn)t2
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B.4.1. Basic integrals

In this section we are solving the integrals which appear in the definition of the transi-
tion rates. Therefore, we analyze the most generic structure by introducing w for the
difference in the energies of the dot and a function F'(E) which is an abbreviation for
all real functions which depend on the energy, for instance

F(E) = D(E) luy(E)* f*(E), (B.44)
F(E) = D(E) |vy(E)|* fP(E), (B.45)
F(E) = D(E) up(E)vgr(E) fP(E), (B.46)

where p = 4+ and D(F) is the density of states, see App. B.3. The integral reads:

I = lim dE F(E) / dt e (@ TaE(E) Fin)t (B.47)
10 J o 0
Integration over time leads to
. > ih
I = lim dE F(E)—————, (B.48)
=0 J_ w+ qE(E) +in

which can be separated into real and imaginary part:

o0
I=1lm | dE F(E)h(

n—0 J_

ih

n
EE )

(w+qE(E))%+n

5 +ilm(

Now we can use that

and obtain:
i _ ih
I = lim dE F(E)| hm §(w+qE(E)) +ilm(——————) |, B.51
tim [ ap P(E) (1 8o+ aB(E) + i) ). (B30

where E(E) = E =+ p.
It is common to abbreviate the second part of the integral using:

(B.52)

e ‘ 1
/ dt exXt = 7h §(X) +ihp.v. —,
0 X
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B. Quantum transport theory

where p.v. denotes that we have to use the principal part if we integrate over the
second term. Therefore, we can write the integral as:

Y . ‘ 1
I=lm [ dE F(E) (fm (w4 qE(E)) +ih p.v. quE(E)) (B.53)

oo
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B.4.2. Calculation of the rates

In this section we will calculate the rates which appear in the expression of the current.
It is helping that at least the rates of the “normal” contributions always appear in

complex conjugated pairs, such that they add up to two times the real part:

)N_”\H_l = 2Re((rg§1§2§’)N_>N+l> =

NoN+1 _ et NoN+1 _
Peoee = Legee)” 7 + (T 00
1 2 R A 0o 0o
—2re{(3) WP X €l ko) el dhle) [ ap D) [
nojj’ —0o0 0

 H Bt a1 (B) €4 HE o2 () b
(B.54)

First of all, we can solve the time integration using the formula of App. B.4.1:

N—-N+1 __ +
Pece = (Dieiener

2 0o
=3 (€l 1) @l A €) 2ed (3) 1P 1y [ aE DB

)N*}N‘l‘l + (F_

N—>N+1 __ + N—->N+1 _
cer6or) = 2Re<(Fs&fge) ) =

o33’
) ih
2 n

ih
vl FT T re. — iIm = .
+ [onl* £ (E)(h O(Bee, + iy = B) +il ((Eg,_EEZ)_E(EHm))H
(B.55)

Taking the real part and evaluate the remaining integral, we obtain:

N—N+1 __
Fffl€2€/ -

S (el djo 161) (€2l Ly 1€

ajj’

8 ?11‘”2 2m {[lunkIan* (E)D(E)} (B.56)

E=—(E¢rey+in)

+ |lowb sy (5 (B o b
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Now we have to remember that |v,x|?, |u,k|?, and the density of states D(E) only
depend on the modulus of |E|. Furthermore, we see that

1

=—— B.57
eB(Egzg’*Mn) + 1 ( )

fo (Berey + pg) = £, (—(Berey + i)

This means that we can put the Fermi function as well as the density of states out of
the bracket:

N—-N+1 __
FEElsz’ -

S (€l djo [61) (Gl dby 1) x
oji’ (B.58)

1
x 2 87 27 (|unel” + ok 2) D(Beser — pin) fif (Beaer = ),
————
=1

Finally, we obtain:

2T A At
DA = 1 2 D7 (el Ao 60) (6ol Ay [€) D(Eeser = pn) fif (Beser = ). (B.59)

ajj’

For the rates which lower the occupation of the system the calculation is quite similar:

N—N-1 __ + N—N-1 — N—-N-1 __ + N—N-1\ __
FE£1€2€’ - (F&liz&’) + (Fiﬁlfzﬁ’) - 2Re((F§§1€25’) ) -

]. 2 AT N 0 [e'e]
= QRG{ <h> t[? Z (€ldj, 1€1) (§2l djio |€/>/ dE D(E) / dtox
nojj’ —o0 0
* {|unk|2fn(E) e H(Etn=Fae)te |onk 2 £, (E) e*g(E"’f*E&’Ez)tz} }
(B.60)

As before, we can evaluate the time integral and keep only the real part. Then we
repeat the same steps as before, we get:

_ 2m A - _
Tt = - 1 Y (€l dy, 160) (ol djio €) £ (Bere, — pin) D(Egre, — i)
nojj’

(B.61)

We are left with the “anomalous” rates, which are not complex conjugated. this means
we are not able to combine them in the same way as before; and we must take care
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of the principal part as well. Thus we calculate them separately. But we have to take
care of the time integration, which we expanded to infinity in the stationary limit:

()’

N—=N+1 . ~t AT .
(2&1525')17 = Jim 72 Z (€ldjs |€1) (€21 djig [€) sgn(o) e” 720" x
cojj’
0 t
/ dE D(E) Unkuzk/ dta %
—o0 0

[fJ(E) o+ i (Btug+Eere,)ts _ [y (E) e;L(E“nEg'gz)w}
(B.62)

Hence, we are considering the energy integration separately:

/ dE D(E) Unku;;k |:f;r(E) e+%(E+Nn+EE/£2)t2 7f?77(E) e_;b(E—Mn—EE/§2)t2:|. (B63)

e exploit again the fact that Upk, and u_ ;. on epend on . ter changin
We exploit again the f: hat D(E), vy, d;k ly depend |E|. Af hanging
the integration variable F <> —F in the second term we find:

/ dE D(E) vyruyy [f;(E) ot (Btpn+Eere,)ta _ fr(—E) e—g(—E—un—Es/gg)tQ].

- (B.64)
Using that f, (-E) = f, (F) we obtain

o0
/ dE D(E) Unku;;k |:fn+(E) e+%(E+Mu+EE/52)t2 _ f;r(E) 6+£(E+H71+Esrgz)t2:| =0.
— 00

(B.65)
Inserting the result of Eq. (B.65) back to Eq. (B.62) we find the anomalous rate to
be equal to zero. Hence, the stationary limit ¢ — co causes no further complications.
We notice that the other anomalous rates are vanishing for the same reasons, as their
energy integration has always the same structure. With the same arguments as before
we find in general:

/ F(E) [fép)(E) et (@E+w)ts féfp)(E) er(—aE+wO)tz | 0, (B.66)
where F(—E) = F(FE) and p = £1. By comparing Eq. (B.66) with the definition

of the rates in App. B.4, one can convince oneself that this special structure can be
found in all anomalous terms.
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B. Quantum transport theory

We found that the anomalous rates are equal zero as they should be; to conserve the
hermitian properties of the density matrix. The only non-zero contributions entering
Eq. (3.2.1) are the normal rates.

122



Bibliography

[1] M. Abramowitz and I. A. Stegun. Handbook of Mathematical Functions. Dover
Publications, Inc., New York, 1972.

[2] J. Bardeen, L. N. Cooper, and J. R. Schrieffer. Theory of superconductivity.
Physical Review, 108(5):271-281, December 1957.

[3] K. Blum. Density Matriz Theory and Applications: Second Edition. Plenum
Press, New York, 1996.

[4] N. N. Bogoliubov. A new method in the theory of superconductivity. Soviet
Physics JETP, 34(7):41-46, July 1958.

[5] I. N. Bronstein and K. A. Semendjajew. Taschenbuch der Mathematik. Harri
Deutsch, 2001.

[6] D. Budker and M. Romalis. Optical magnetometry. Nat Phys, 3, 2007.

[7] A. Cho. Superconductivity’s smorgasbord of insights: A movable feast. Science,
332(8):190-192, April 2011.

[8] J. Clarke and F. K. Wilhelm. Superconducting quantum bits. Nature, 453:1031
—-1042, 2008.

[9] Yong-Joo Doh, S. De Franceschi, E. P. A. M. Bakkers, and L. P. Kouwenhoven.
Andreev reflection versus coulomb blockade in hybrid semiconductor nanowire
devices. Nano Letters, 8(12):4098-4102, 2008.

[10] A. L. Fetter and J. D. Walecka. Quantum Theory of Many-Particle Systems.
McGraw-Hill, Inc., 1971.

[11] I. Giaever. Energy gap in superconductors measured by electron tunneling. Phys.
Rev. Lett., 5(4):147, 1960.

[12] K. Grove-Rasmussen, H. I. Jorgensen, B. M. Andersen, J. Paaske, T. S. Jespersen,
J. Nygard, K. Flensberg, and P. E. Lindelof. Superconductivity-enhanced bias
spectroscopy in carbon nanotube quantum dots. Phys. Rev. B, 79(13):134518,
Apr 2009.

123



Bibliography

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

124

L. G. Herrmann, F. Portier, P. Roche, A. Levy Yeyati, T. Kontos, and C. Strunk.
Carbon nanotubes as cooper-pair beam splitters. Phys. Rev. Lett., 104:026801,
Jan 2010.

L. Hofstetter, S. Csonka, J. Nygard, and C. Schonenberger. Cooper pair splitter
realized in a two-quantum-dot y-junction. Nature, 461:960— 963, October 2009.

B.D. Josephson. Possible new effects in superconductive tunnelling. Physics
Letters, 1(7):251-253, July 1962.

R. Pariser and R. G. Parr. A semi-empirical theory of electronic spectra and
electronic structure of complex unsaturated molecules. The Journal of Chemical
Physics, 21(3), March 1953.

R. D. Parks. Superconductivity Vol. 1. Marcel Dekker, Inc. New York, 1969.

J. A. Pople. Electron interaction in unsaturated hydrocarbons. Trans. Faraday
Soc., 49:1375-1385, 1953.

D.C. Ralph, C. T. Black, and M. Tinkham. Spectroscopic measurements of dis-
crete electronic states in single metal particles. Phys. Rev. Lett., 74(16):3241,
1995.

M. Tinkham. Introduction to Superconductivity: Second Edition (Dover Books on
Physics). Dover Publications, 2004.

J. A. van Dam, Y. V. Nazarov, E. P. A. Bakkers, S. De Franceschi, and L. P.
Kouwenhoven. Supercurrent reversal in quantum dots. Nature, 442:667-670,
2006.

U. Weiss. Quantum Dissipative Systems: Second Edition. World Scientific Pub-
lishing Co. Pte. Ltd., 1999.

C. B. Winkelmann, N. Roch, W. Wernsdorfer, and V. Bouchiat. Superconductiv-
ity in a single-Cygq transistor. Nature Phys., 5:876-879, 2009.



Erklarung

Hiermit erklére ich, dass ich die Diplomarbeit selbstindig angefertigt und keine Hilfs-
mittel aufer den in der Arbeit angegebenen benutzt habe.

Regensburg, den 23.09.2011

SEBASTIAN PFALLER



	Introduction
	Outline

	Theory of nanojunctions coupled to superconducting leads
	BCS-theory for superconductive tunneling
	Model Hamiltonian for the tunnel-coupled leads and system
	System Hamiltonian
	Lead Hamiltonian
	Tunneling Hamiltonian

	Diagonalization of the lead Hamiltonian
	The BCS ground state and its connection with the Cooper pair operators
	 BCS ground state as superposition of Cooper pair states 
	Occupation of the Cooper pair state
	Properties of the Cooper pair creation and annihilation operator

	Construction of a particle-number-conserving Bogoliubov transformation
	Fermionic anticommutation relation
	Expectation value of the number operator

	Thermodynamic properties of the superconductor

	Quantum transport theory and the Generalized Master Equation
	Derivation of the Master Equation
	General introduction to the master equation
	The reduced density matrix
	General Master Equation for the reduced density matrix
	Introducing superconductivity
	Time evolution

	Bloch-Redfield equations
	Bloch-Redfield form of the GME



	Applications
	Transport through quantum dot systems
	Current
	Single quantum dot
	Discussion

	Quantum Double Dot

	Conclusion
	Outlook


	Appendix
	 Basic concepts of superconductive tunneling 
	Diagonalization of the lead Hamiltonian
	Expectation value of the number operator
	The electron representation
	The quasiparticle representation

	Normalization of the Cooper pair state

	Quantum transport theory
	Time evolution of the lead operators
	Trace over lead degrees of freedom
	Density of states
	Transition rates
	Basic integrals
	Calculation of the rates




